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Abstract—We present a multipath routing scheme that is route can be considerably more challenging than finding a
designed to increase throughput and alleviate congestionni shortest path. Moreover, multipath routing may requiraisig
networks employing shortest path routing. The multipath rout- jeant changes to the network routing infrastructure. Gigen
ing scheme consists of an algorithm to determine a set of . . S
multiple disjoint or partially disjoint paths and a mechani sm multipath route, the policy for traffic dlstrlbut|qn_|s ddal to
for distributing traffic over a multipath route to reduce the €nd-to-end throughput performance. In fact, it is wellkmo
traffic load on a congested link. The algorithm for finding that multipath routing can lead t@orseperformance than the
multipath routes is based on shortest path routing and does conventional shortest path routing.

not require pre-establishment of paths or support for soure ; TR ; _ .
routing. The mechanism for multipath traffic distribution i s The main contributions of this paper are two-fold: (1) a

triggered at a node when the average load on an outgoing link SIMPIe algorithm to determine multipath routes, which can
exceeds a threshold. Our simulation results demonstrate #t be implemented on top of a shortest path routing algorithms
the proposed congestion-triggered multipath routing scheie can  without major changes to the network infrastrcture; (2) a
effectively improve network performance by exploiting routing  mechanism to distribute traffic over a multipath route based
redundancies inherent in the network topology. on link utilization measurements. The proposed algorithm
for finding multiple paths between a source and destination
node involves examinining and classifying the set of stsbrte
Most computer networks currently employ routing protocolsaths to the destination from the neighbors of the source
based on shortest path routing algorithms which determingede. Ideally, the set of paths in a multipath route should
a single path of minimum cost or length among all pathse link disjoint to maximize routing diversity, but partial
between a given pair of nodes. Representative shortest p@joint paths may be sufficient for the purposes of congasti
routing protocols in the Internet include RIP [1], OSPF [2]avoidance. Multipath routing is triggered at a node when
and BGP [3]. In these routing protocols, the path length the average utilization of an outgoing link exceeds a certai
typically taken as the hop count, i.e., the link cost is takahreshold. Traffic is then distributed over a multipath eotd
to be unity by default. Another link metric that is often use@educe the load on this particular link.
in conjunction with shortest path routing algorithms isklin  The remainder of this paper is organized as follows. Sec-
latency. tion 1l develops an algorithm for finding multiple paths
Under shortest path routing, all packets associated wigetween a given pair of nodes, based on shortest path routing
a given source-destination pair generally traverse a singhformation. Section IV discusses a mechanism for congesti
path of shortest length, even though other paths may #Rygered multipath traffic distribution. Section V preten
available. Consequently, shortest path routing can lead dgnulation results showing the performance of the congesti
network congestion and underutilized links. In multipatkriggered multipath routing scheme in light vs. heavy teaffi

routing, packets belonging to a source-destination paiy mgcenarios. Finally, Section VI concludes the paper.
be transmitted over multiple paths. Some of the potential

benefits of multipath routing include load balancing [4fHer Il. BACKGROUND AND RELATED WORK
network throughput [4], [5], reduction of routing osciltar,
the alleviation of congestion [6], [7], and improved pack
delivery reliability [8]. A network can be represented by a directed gréph=
In spite of the considerable attention that multipath nogiti (V, E') with node setl” and link or edge seE. The number
has received in the research literature, it is rarely imeleted of nodes and links in the network are denoted By and|E],
in practical networks, most notably the Internet. Deplopimerespectively. A link inE' between nodesandj is denoted as
of multipath routing involves two major challenges: (1) fimgl an ordered pai(i, j), wherei is referred to as théail of the
a suitable set of paths to form a multipath route; (2) disink andj is theheadof the link. Link (¢, 7) has an associated
tributing traffic over a multipath route. Finding a multipat positive costor length D(i, j).

I. INTRODUCTION

é%" Basic concepts from graph theory



A pathyp is a sequence of nodes such that from each nodegath via a neighbor nodg¢ is included in the multipath route
the path, there is a link to the next node in the sequence. Térdy if the length of the shortest path frofrto the destination
first node in the sequence is called theurcenode and the node is strictly less than the length of the shortest pativéet
last node is called thdestinationnode. The remaining nodesthe source and destination. Application of this rule avdids
are known asntermediatenodes. As an example, the path formation of routing loops in the alternative path and easur
o , that the length of the alternative path is not significantlyeager

p={s,in, iz, yin, d} than that of the shortest path. In this paper, we propose an
consists of the source nodgintermediate nodess throughi,,, algorithm for finding multipath routes based on shorteshpat
and the destination nodé The pathp can also be representedouting information, but, unlike the earlier approachesldes

as a sequence of links as follows: not require the path from the neighbor node to the destinatio
) o ) ) ] to be less than the length of the shortest path between the
L(p) = {(s,12), (i1,42), -+, (in-1, 0n), (in, d)}, source and the destination. Thus, a larger set of paths is

where L(p) is called thelink representatiorof the pathp. A  considered for possible inclusion in the multipath route.
cycle or loop is a path such that source and destination age Multipath traffic distribution
the same. A path with no repeated nodes is callsidrgleor '
loop-freepath. The Equal-Cost MultiPath (ECMP) protocol [2] is a multi-
Two paths are said to bink disjoint or simply disjointif ~Path routing extension for Internet routing protocols siash
the link representations of the paths are disjoint, i.ee,ttho OSPF and RIP [1]. In ECMP, a node implements multipath
paths do not share a common link.multipath routeis a set fouting when it discovers two or more shortest paths (of equa
of paths, each of which has the same source and destinalRf#gth) to a destination node. These paths can be determined
node. We also refer to each path in a multipath route as ¥R relatively simple extensions of standard shortest path
alternativepath. In a network, a packet sent from the sourcdgorithms such as Dijkstra’s algorithm or the Bellmandror
node on any of the alternative paths will arrive at the san®gorithm. The set of paths making up a multipath route
destination node. For a multipath route, link disjoint agine need not be disjoint. Under ECMP, once a multipath route
desirable because the traffic distributed over the altmmatis discovered, packets are forwarded in equal proportiar ov
paths in the multipath route do contend for common netwotRe set of paths in the multipath route. There are several

resources. drawbacks of this approach: (1) ECMP is not guaranteed to
o ) determine a multipath route for each source-destination pa
B. Finding multipath routes (2) The characteristics of the multipath route are not takem

A number of algorithms have been proposed in the literatuagcount; (3) Packets are forwarded in equal proportion, on a
to find disjoint paths between source and destination nodeacket-by-packet basis, over the paths in the multipatterou
in a network [8]-[12]. The shortest pairs of disjoint pathgithout considering network congestion. As a result, pt&ke
problem (SPDP) can be defined as follows: Given a destinatioray arrive out-of-order within a flow at the destination.
node d and for each node # d, find a pair of disjoint Moreover, ECMP may actually cause more congestion than
paths froms to d of minimum total length. Ogier et al. [10] single path routing in some scenarios.
present a distributed algorithm to solve SPDP by reducingThe Optimized MultiPath (OMP) protocol [20] is an im-
the problem to a shortest path problem on a modified gragitoved version of ECMP for link state routing protocols such
Most of the existing algorithms to find disjoint paths havas OSPF, which allows unequal traffic distribution. Multipa
significant communication and time complexity requirensentoutes are found using the approach based on shortest path
and cannot easily be bootstrapped onto an existing shortesiting. The paths in the multipath route need not be of equal
path routing infrastructure. Moreover, forwarding pasketer length. Traffic is distributed over a multipath route in irse
a set of disjoint paths generally requires the support ofa®u proportion to the utilizations of the constituent pathsthPa
routing [13] or the pre-establishment of switched paths asilization information is inferred from link state inforation.
in ATM (Asynchronous Transfer Mode) or MPLS (Multi- Unlike ECMP, OMP ensures that packets belonging to a
Protocol Label Switching). An interesting alternative eggrch  flow are always forwarded on the same path. Thus, traffic is
for packet forwarding over disjoint paths is proposed in][10distributed over a multipath route at the granularity of avflo
which incurs significantly less overhead than source rgutinwhich avoids the out-of-order packet problem of ECMP. Since
but still requires modifications to the routing infrastnuet. OMP is triggered by path utilization information, multiple

Another approach to finding multipath routes is to exploitodes sharing common subpaths may simultaneously begin
shortest path information derived from a shortest pathimgut distributing traffic over multipath routes sharing common
protocol [14]-[19]. In this approach, the set of paths in Bnks. Although congestion may be avoided over the original
multipath route includes the shortest path, obtained frben tpath that triggered the OMP protocol, other paths may become
shortest path routing protocol, plus alternative pathsvddr congested as an unwanted side effect of the OMP traffic
from shortest paths from each of the neighbors of the souristribution policy. This could lead to the triggering of &M
node to the destination node. Here, the set of paths in the further nodes, which may eventually result in network
multipath route is not guaranteed to be disjoint. An altévea instability.



I1l. M ULTIPATH ROUTESBASED ON SHORTESTPATH B. Disjoint alternative paths

ROUTING To maximize routing diversity and resilience, it is often

, ) . . , desirable to form a multipath route on a set of pairwise
In this section, we describe a new algorithm to find a SEstoint Define the set of paths

of paths forming a multipath route, assuming an underlying
shortest path routing infrastructure. Psa = {psa} U Asa-

The following lemma gives a condition for two shortest
A. Shortest path routing paths to a common destination node to be disjoint.
, Lemma 3.3:Consider two shortest paths,; andp,q from
For the networkG = (V. E), a shortest path routing, gistinct nodess and j, respectively, to a common des-
algorithm determines a uniqushortest pathp,q, from each ynqiion noded. If the two paths do not have a common

nodes _to every other node in the n_etwork. _Shortest paths enultimate (second to last) hépthen they must be disjoint.
determined by a shortest path routing algorithm possess 8nversely, if path,s and p;4 are not disjoint, they must

following important property [21]. share a common subpagh,, which is a shortest path from
Definition 1: Shortest path propertyet p,4 be the shortest yggeq to 4.

path inG from nodes to noded. Then any subpath qf,, is Corollary 3.4: Consider pattp,q and pathp'id € A If

also thg shortest path between its two end nodes. psq and pathpf;d do not share a common penultimate Hap
Consider the shortest pathy; from nodes to noded, then they must be disjoint.

determined by a routing algorithm. Lé{'(s) denote the set  ysing Lemma 3.1 and Corollary 3.4, we obtain the follow-
of neighbor nodes of node To obtain alternative paths froming results.

s to d, we consider paths of the form Proposition 3.5:Let p,; be the shortest path from node
. to noded and letp;, be the shortest path from nogi¢o node
Pla = {5} © pja, L 4. psa andp;q are disjoint, therp,q andp’, are disjoint

andp’ , is loop-free.
where %' denotes the concatenation of two (finite) sequences. proposition 3.6: Consider pathg’ . pl, € A.q, wherej #
Thus, the patlp;, begins at nodes, proceeds to neighbor if ;7 andp!, do not share a common penultimate hop, then
Egg?,toa?]gdt:;n follows the shortest path rouytg; from v, anqusd are Qisjoint. | |
J P ) ) Proposition 3.5 is used to choose a pgath that is loop-free
However,p,,, might form a routing loop by having node  and disjoint from the shortest paph,. Proposition 3.6 is used

as a intermediate node. To prevent routing loops, we impagensure that two alternative patp$, and p., are disjoint
a condition on establishing’, as stated in the following from each other.

lemmd.
Lemma 3.1:If s ¢ p;q thenp’, is loop-free. C. Classe paths
We define a setA,q, of alternative paths from node to To form a multipath routes, we shall define a %S(g) of
noded via neighbor nodes as follows: classe pathsbetweens and d, which have the property that
any two pathg, q € 738(2) have at most common links, i.e.,
Asa = {pi;d 1j € N(s),s & pja}- (2) IL(p) N L(q)| < c. ©)

Thus, A4 is the set paths from to d via a neighbor nod¢ The classP'¢ is defined by Algorithm 1. In particular, the
that is not in the patlp,q. To form a multipath route from set of clas®) paths consists of pairwise disjoint paths from
nodes to d, we shall consider the set of alternative paths in to d. The set of class- paths has the property that every
the setA.;. To make use of an alternative patf), € A4, pair of paths shares at most a single common link, i.e., a link
nodes merely forwards a packet to nogeUnder conventional (k,d), wherek is a neighbor of nodel. The set of class-
single path routing, nodg will then forward the packet along 2 paths has the property that every pair of paths shares at
the shortest path;, to the destination node. most two common links, sayk,d) and (', k), which form
An important consequence of the shortest path property &subpath{k’, k, d}. The sets of class-3, class-4, etc., can be
Proposition 3.2: Two alternative paths from a source nade characterized similarly. Note that the set of clasgaths is
to a destination nodé are disjoint if and only if the only contained in the set of clags-+ 1) paths forc=0,1,2,---.
common nodes are andd, i.e., the paths do not have anyThus, we have
common intermediate nodeg. o . Ps(g) c Ps(;) c Ps(j) c...C Ps(;) C P,
In particular, any two paths i, are disjoint if and only if
the only common nodes areandd. for ¢ > 2.

In Algorithm 1, the setPs(g) is initialized to contain the

()
1For brevity, we omit all proofs in this paper. For furtheralis, the reader shortest paﬂpsd' The other paths ”Psd are selected from

is referred to [22], available from the authors the set of alternative pathd.; in increasing order of path



Network Parameters Classc paths
Topology N T L [ @ [e=0[c=1]c=2 IV. CONGESTIONTRIGGEREDMULTIPATH ROUTING
Six-node 6 16 | 2.66 | 1.93 | 213 | 2.20 The basic idea of our proposé&bngestion-Triggered Mul-
Smallnet 10 | 44 | 44 | 277 | 3.78 | 3.88 tiPath routing (CTMP)scheme is that when a nodedetects
LATA 11 | 46 | 418 | 2.38 | 337 | 3.58 . local link (ie. i Y. it distrib p
NSENET 14 | a2 3 189 | 212 | 223 congestion on local link (i.e., links, j)), it distributes traffic
Citi Multi-ring 15 | 40 | 267 | 1.38 | 1.67 | 1.83 over classe paths according to link utilizatiodU and path
Bellcore 151 54| 36 | 172 | 243 | 273 utilization PU so as to resolve the local link congestion.
EON 19 | 64 | 389 | 1.76 | 2.61 | 3.07 first d i hod h . d K
ARPA 0 | 62 | 31 | 166 | 190 | 212 We irst describe a method to exchange routing and networ
ARPA2 21 | 50 | 238 | 1.31 | 141 | 1.46 information at section IV-A and then discuss an approach to
US IP backbone| 24 | 86 | 3.58 | 1.59 | 2.05 | 2.38 alleviate network congestion at section IV-B.
[ Average | 155 ] 514 3.346 | 1.84 | 2.35 | 2.55 |
TABLE | A. Routing and Network information exchange

NUMBER OF CLASS-c PATHS FOR DIFFERENT NETWORK TOPOLOGIES We modify Path Vector (PV) routing to compute class-
paths and to include additional congestion-related infdiom
in the routing control messages. PV routing is similar to
Distance Vector (DV) routing, except that the shortest path
length. Thewhile loop iterates over all paths in the sdt,. information is maintained along with the distance to each
In lines 4 and 5, the shortest pafhin the (current) setd,,; destination. In addition to the path vector for PV routirigg t
is removed from the set. In lines 6-13, the candidate path CTMP scheme requires the storage and exchange of additional
tested against all of the paths in the (currentyB&t to check Nhetwork state information as follows:
whether the condition (3) is satisfied. gfsatisfies (3) for all « ECI (Explicit Congestion Indication) and MPI (Multipath

pathsp € P9, thenp is added to the seP'®) (lines 14-16). Indication).
The computational complexity of Algorithm 1 8(|N(s)|?) « utilization PU(p) and capacity”C(p) along pathp,
where|N (s)| is the number of neighbors of node The ECI and MCI bits are one-bit flags stored in the routing

table for each destination. The ECI bit is setOtdy default
to indicate no congestion andto indicate congestion on the
path to the destination. The MPI bit has a default valu® of

Algorithm 1 Finding classe paths froms to d.

L Input: A, ¢, s, d; Output: PLg) and is set tol if a classe multipath route is established to
2: 735(2) — {psa} the corresponding destination. We assume that each node
3: while Asq # 0 do in network estimates the utilization,U/ (1), of each local

4 pargmin{D(q) : ¢ € Asa} outgoing linki. Let LC(1) denote the capacity of link The

5 Asa — Asa\{P} capacity and utilization of path are defined, respectively, as
6 size— [P ,

7. for eachp ¢ 738(2) do PC(p) = min{LC(I) : L € p}, (4)

8: if |L(p) N L(p)| < c then PU(p) =min{LU(l) : | € p}. (5)

& Size — size - 1 The path capacity and utilization can be computed by a given
10: else node in a similar way as the path vector in PV routing. For
e break example, a given node estimatesPC(p,q) and PU(psq)

12: end if by using routing/network information sent by its neighbass
13:  end for follows:

14:  if size = Othen

5. PY —PYup) PC(psa) = min{LC(s, ), PC(pja)}, (6)

16:  end if PU(psa) = min{LU s, j), PU(pja)}- )

17: end while

Thus, nodes does not need to exchange its local link capacity

and utilization information to every other node in the netwo
We applied Algorithm 1 to various network topologies

(see [22]). The results are shown in Table I. Each row f3- Local congestion trigger and multipath traffic distrilmr

the table indicates the average number of clgsstassi, We develop an approach to resolve the network congestion
and clas® paths found by the Algorithm 1 for a givenby distributing the traffic over classmultipath routes obtained
network topology. Each network topology is characterizgd ising Algorithm 1. When node detects congestion on a local
the number of node®’, the number of (unidirectional) links, outgoing link/, it computes multipath routes to destinatiohs
and the average node degréeThe bottom row of the table for which the pathp,q contains linki. Some portion of the
shows the average numbers of clagzaths averaged over alltraffic to noded is then shifted to alternative pathse 7’5(2)-

ten topologies. Since the average number of clapsths is Congestion is detected on a local link if its utilization erds
2.35, a given node has, on average, at least two clgsaths alocal congestion threshol@, e.g.,3 = 95%. The objective

to every other node. is to decrease the utilization to a more acceptable level by



shifting a portion of the traffic to the alternative paths. We
refer to this portion of traffic agletourtraffic.

Whenever a node detects local link congestion or receives
an ECI bit from a neighbor, it computes a set of alternative
paths and distributes the detour traffic over these paths. If
node cannot resolve the congestion in this way, it signals it
neighbors using the ECI bit. The procedure for congestion-
triggered multipath traffic distribution to resolve conties at
thelocal link is given as follows:

1) When nodes detects local congestion on outgoing lihk
(i.e., PU(l) > ), or receives an EGI1 bit from a
neighbor node on link, it tries to move detour traffic
onto alternative paths that avoid this link. The alterrativ

Fig. 1. NSFNET network topology.

: : : link PV [ ECMP | CTMP

paths are class-paths determined using Algorithm 1. G2 | 6510 57.18 | 65.10

2) LetM={pe Ps(fl) : PU(p) < v}. The parametey is (7.8) | 56.42 | 66.52 | 56.42
called thepath availability threshold g;g gg-‘;é g?-‘l‘g 28-‘7%

3) Distribute traffic over the path se¥! according to the (3.10) | 60.76 | 56.42 | 60.76
traffic splitting functiong(-) (see below). (10,3) | 60.76 | 56.42 | 60.76

4) Send ECI to neighbor nodes if the congestion cannot be gig gg-zg ggg? gg-zg
resolved by Step 3. (5.12) | 52.08 | 56.42 | 52.08

(12,5) | 52.08 | 56.35 | 52.08
Average | 40.30 | 40.30 | 40.30

TABLE I
TOP10LINK UTILIZATIONS UNDER LIGHT TRAFFIC.

When congestion is detected on linkin Step 1, nodes
considers all of its paths which contain lirik Node s also
generates the set of classpaths,Ps(fi), to a given destination
node, in case these paths have not already been computed (i.e
the MPI bit is set to zero). Let € 738(2) be a path that contains
link . The traffic splitting function is defined as a mapping

. plo) .
¢ : Py — [0,1] as follows: To evaluate the network performance, we consider link
LC(l)-n utilizations and the number of packet drops under two traffic
o(p) = S o PC(Q)[n— PUQI* + LC() -7’ (8) scenarios: light traffic and heavy traffic. The light traffies
9€P.q \{p} nario does not cause the network to be congested, whereas the

heavy traffic scenario causes a significant degree of cangest
in the network. For the CTMP scheme, the parametgrs,
and~ are set t®5%, 90%, and90%, respectively.

and forp € P\ {p},

PC(p)ln — PUP)]*

; (9)
o PC — PU(g)]t +LC(1) -
a€P\(p} (@)l (@) 0 A. Light traffic scenario

where [z] £ max{0,z} and n is a parameter called the In the light traffic scenario, 2 Mbps traffic flows are sent
target path utilization The traffic splitting functiong(-) is from each node to every other node. Table 1l shows the top 10

o(p) = D

a probability function over the set of paths= 735(2), ie., link utilizations, as well as the average link utilizatioager
all links. As can be seen in Table I, the highest link utitina
Z ¢(p) = 1. is 65.1% on link (5,2) under PV routingj6.52% on link (7,8)

peP®) under ECMP, and5.1% on link (5,2) under CTMP. In this

scenario, there are no packet drops on any of the links. Thus,

The three paramete , and~ are related as follows: . .
P 7 K we see that there is no congestion. Also, we can see that the

0<y<np<p<l. average link utilizations for the three routing schemestlee
same. Since there is no congestion to trigger multipathingut
V. SIMULATION RESULTS in CTMP, the performance of CTMP is the same as that of PV

The performance of CTMP is compared using simulatioouting. On the other hand, we can see that ECMP provides
with that of conventional PV routing and ECMP. As in ECMPlifferent link utilizations from PV routing and CTMP, sinde
the CTMP scheme routes multipath traffic at the packet levelpplies equal cost multipath routing [2].
Routing at the flow level could be carried out by means of
hash functions as in OMP [20], but is not considered here. TRe
simulations are carried out using the ns-2 network simulato  In the heavy traffic scenario, each node transmits at a rate of
the NSFNET network topology shown in Fig. 1. The topolog@ Mbps traffic to every other node in order to cause network
consists of 14 different nodes and 42 unidirectional lidech congestion on some links. From Table Il and [V, we can
with a capacity of 45 Mbps. see that there is congestion on link (5,2) under PV routing

Heavy traffic scenario



link PV ECMP | CTMP
(5,2) 100 87.75 | 90.46
(7,8) 86.72 100 86.72
8,7) 86.65 100 90.96
(2,5) 93.37 | 87.78 | 93.37
(3,10) | 93.37 | 86.64 | 93.37
(10,3) | 93.37 | 86.72 | 93.37
(4,5) 93.37 | 80.03 | 93.37
(5.4) 86.72 | 80.03 | 90.53
(5,12) | 80.07 | 86.75 | 82.19
(12,5) | 80.07 | 86.68 | 80.07
Average | 61.95| 61.78 | 61.96
TABLE IlI [1]

ToP 10 LINK UTILIZATIONS UNDER HEAVY TRAFFIC.

(2]
(3]

[4]

ink | PV | ECMP | CTMP
5.2) | 48 0 0
(78 | 0 131 0 [5]
87 | 0 126 0
Others| 0 0 0
TABLE IV (6]

NUMBER OF PACKET DROPS UNDER HEAVY TRAFFIC SCENARIO

(7]

and both on link (7,8) and link (8,7) under ECMP. While PV ]
routing causes only one link to be congested, ECMP induces
congestion in two links. ECMP employs multipath routingl€]
but distributes traffic equally over a multipath route, \oitth
taking into account link condition. This results in a poaftic
distribution, which causes other links to be congested. As
traffic volume increases, the network congestion can becofhd
more severe under ECMP. [12]

The CTMP scheme reduces the traffic volume through the
congested links by distributing traffic over classnultipath
routes. This action is triggered only when the local link is
congested. Under CTMP, the utilization of link (5,2) is geza
than 8 so that node 5 establishes a multipath route for a
traffic flowing through link (5,2) and distributes the traffiqis)
over classt multipath routes according to the traffic splitting
function ¢(-) as given by (9) and (8). 16]

As can be observed from Tables Ill and IV, the CTMI£
scheme alleviates network congestion by balancing th&cdraf
load over multipath routes. Note from Table Il that the agpr
link utilizations for the three different schemes are difet [18]
from each other. This is due to the packet drops that occur on
congested links. By alleviating network congestion, CTNMP t
able to improve the overall network performance.

[10]

19]

[20]

VI. CONCLUSION
[21]

We propose a multipath routing scheme consisting of two
components: (1) an algorithm to determine multipath routéé!
over shortest path routing; (2) a congestion-triggereesteh
to distribute traffic over a multipath route to avoid network
congestion. The multipath route finding scheme does not
require the pre-establishment of paths or source routing. O
simulation results demonstrate the ability of the multipat
routing scheme to relieve network congestion and improve
overall network utilization. In ongoing work, we are evding

the congestion-triggered routing multipath routing aiton
under more complex network and traffic scenarios.
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