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ABSTRACT
In a mobile ad hoc network (MANET), a source node must
rely on intermediate nodes to forward its packets along multi-
hop routes to the destination node. Due to the lack of infras-
tructure in such networks, secure and reliable packet delivery
is difficult to achieve. We propose a robust cooperative trust
establishment scheme to improve the reliability of packet de-
livery in MANETs, particularly in the presence of malicious
nodes. In the proposed scheme, each node determines the
trustworthiness of the other nodes with respect to reliable
packet forwarding by combining first-hand trust informa-
tion obtained independently of other nodes and second-hand
trust information obtained via recommendations from other
nodes. First-hand trust information for neighbor nodes is
obtained via direct observations at the MAC layer whereas
first-hand information for non-neighbor nodes is obtained
via feedback from acknowledgements sent in response to
data packets. The proposed scheme exploits information
sharing among nodes to accelerate the convergence of trust
establishment procedures, yet is robust against the propa-
gation of false trust information by malicious nodes. We
present simulation results which demonstrate the effective-
ness of the proposed scheme in a variety of scenarios involv-
ing nodes that are malicious both with respect to packet
forwarding and trust propagation.

1. INTRODUCTION
In recent years, there has been considerable interest in

the topic of trust establishment for ad hoc networks. Trust
establishment is an important and challenging issue in the
security of ad hoc networks [1]. The lack of infrastructure in
a mobile ad hoc network (MANET) makes it difficult to en-
sure the reliability of packet delivery over multi-hop routes
in the presence of malicious nodes acting as intermediate
hops. In this paper, we present a robust, cooperative trust
establishment scheme that enables a given node to identify
other nodes in terms of how “trustworthy” they are with
respect to reliable packet delivery. The proposed scheme is
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cooperative in that nodes exchange information in the pro-
cess of computing trust metrics with respect to other nodes.
On the other hand, the scheme is robust in the presence of
nodes malicious nodes that propagate false trust informa-
tion.

The proposed scheme extends our earlier work on Her-
mes [2], a trust establishment framework that incorporates
a Bayesian approach for trust computation as well as the
notion of confidence, based on first-hand observations of
packet forwarding behavior obtained by neighbor nodes. In
Hermes, trust establishment of non-neighbor nodes relies on
the exchange of first-hand trust metrics. A drawback of the
Hermes scheme is that it lacks robustness with respect to
the propagation of trust information among nodes. In par-
ticular, the scheme is vulnerable to attacks by nodes that
propagate erroneous trust information in the network. The
trust establishment scheme proposed in the present paper
avoids such attacks by extending the notion of first-hand
evidence among neighbor nodes to non-neighbor nodes by
employing a protocol involving acknowledgements. Thus, a
given node need not rely on second-hand trust information
to compute trust metrics with respect to a non-neighbor
node. Nevertheless, the sharing of second-hand trust infor-
mation accelerates the convergence of trust computations.

The “extended” Hermes scheme developed in this paper
can be applied to any ad hoc network on top of the routing
protocol. We remark that packet forwarding attacks can be
launched even when a secure routing protocol (cf. [3, 4]) is
in place. A secure routing protocol aims to establish a route
from a source node to a destination node containing only
authorized or insider nodes. Once a route is established,
nodes on the path are expected to forward packets correctly
to the next hop. However, during the data transmission
phase an insider node may consistently drop, misroute, or
replay packets.

The Hermes trust establishment framework attempts to
identify such misbehaviors in terms of trustworthiness and
opinion metrics, but does not purport to distinguish between
malicious or non-malicious misbehaviors. Non-malicious mis-
behavior may be due to such phenomena as network conges-
tion, node mobility, or node malfunction. We note that for
a trust establishment scheme to be effective, it must be ca-
pable of adapting to the dynamic changes in the topology of
a MANET. This issue is addressed in the Hermes scheme [2]
via the use of windowing mechanisms to systematically ex-
pire old observation data to maintain the accuracy of com-
puted trust metrics in a dynamic network environment.

The contribution of the paper is a robust cooperative



trust establishment scheme for MANETs which obtains first-
hand trust information with respect to non-neighbor nodes
and combines this information with second-hand trust in-
formation to accelerate the establishment of trust in an ad
hoc network. The key novel components of the proposed
trust establishment scheme are: (1) an acknowledgement
scheme for first-hand trust information with respect to non-
neighbor nodes and (2) a recommendation scheme that is
robust against the propagation of false trust information by
malicious nodes. The extended Hermes scheme: (i) allows
nodes to form accurate opinions for any network node; (ii)
models the independence of malicious behavior with respect
to packet forwarding and trust propagation; and (iii) iden-
tifies the effect of attacks by individual or colluding mali-
cious nodes. We present simulation results to demonstrate
of the scheme in distinguishing between malicious vs. non-
malicious nodes in a variety of scenarios involving nodes
that are malicious with respect to both packet forwarding
and trust propagation. In particular, we provide some nu-
merical comparisons of the extended Hermes scheme versus
the original Hermes scheme.

The remainder of the paper is organized as follows. Sec-
tion 2 briefly reviews related work on trust establishment
in ad hoc networks and sets the present work in context.
Section 3 reviews some background material on trust estab-
lishment in MANETs. Sections 4 and 5 discuss the core
concepts and advances of the paper. Section 4 discusses
a protocol for accumulating trust information and comput-
ing trust metrics for non-neighbor nodes via acknowledge-
ments. Section 5 describes a scheme for cooperatively shar-
ing trust information among nodes via recommendations.
Second-hand trust information is combined with first-hand
trust information to derive an opinion metric, which sum-
marizes the trust that a given node attributes for another
node. Section 6 proposes an authentication scheme for both
data packets and control packets used for trust establish-
ment. Section 7 discusses the security properties of the trust
establishment scheme. Section 8 presents results from sim-
ulation experiments that demonstrate the robustness and
key properties of the proposed trust establishment scheme.
Finally, the paper is concluded in Section 9.

2. RELATED WORK
In recent years, there has been considerable interest in the

topic of trust establishment for ad hoc networks. The au-
thors of [1] present a high-level framework for generation, re-
vocation and distribution of trust evidence and demonstrate
the significance of estimation metrics in trust establishment.
A mechanism for trust evidence dissemination based on a
model of ant behavior is proposed in [5] along the lines sug-
gested in [1]. Others have approached trust establishment
based on the use of a Bayesian framework [6, 2]. In this
framework, a random variable that follows the beta distri-
bution is associated with the trust value of a node. Also,
the posterior distribution that represents a notion of trust
is derived from a prior distribution. The Bayesian approach
was initially explored in [6]. The Hermes scheme presented
in [2] builds on the Bayesian approach by incorporating the
notion of statistical confidence associated with a trust value.

In [7], a trust model is presented that allows the evalu-
ation of the reliability of the routes, using only first-hand
information. The notion of confidence as it related to trust
management was explored in [8] and a semi-ring approach

was suggested to evaluate trust and confidence along net-
work paths. In [9], a framework for stimulating coopera-
tion in MANETs is proposed. The approach is based on
a credit system for packet forwarding while trusted hard-
ware is assumed. The goal of collaboration is also pursued
in [10], which proposes a trust management model, whereby
each node carries a portfolio of credentials, which it uses to
prove its trustworthiness. An autonomous trust establish-
ment framework is proposed in [11, 12], which relies on the
introduction of pre-trusted agents and a public key infras-
tructure.

The Hermes framework for trust management introduced
in [2] maps trust and confidence into a new composite met-
ric, called “trustworthiness,” which can be more easily used
for making network decisions such as route selections. Fur-
thermore, Hermes deals directly with the issue of how ev-
idence can be collected from the network to establish and
update trust. The work in [7] uses only first-hand informa-
tion, while Hermes incorporates third-party information to
derive the notion of an opinion that a given node has for
any other node. While many of the works deal with general
notions of trust, Hermes is focused on developing metrics
and mechanisms for establishing trust quantitatively with
respect to the objective of reliable packet delivery.

The extended Hermes scheme proposed in the present pa-
per addresses one of the major limitations of the original
Hermes scheme in its attack model and further provides ad-
ditional improvements. Hermes assumes that when a node
forwards packets correctly, it also propagates trustworthi-
ness values honestly and vice versa. However, these sets
of behaviors can be independent. The focus of this paper
is to extend Hermes to address an attacker model where
nodes can exhibit these malicious behaviors independently,
i.e., failure to forward packets is independent of the hon-
esty with which trustworthiness values are propagated about
other nodes. Another extension over Hermes is that we de-
rive more accurate trustworthiness values for non-neighbor
nodes based on first-hand information from acknowledge-
ments, as opposed to relying only on second-hand recom-
mendations. The use of recommendations accelerates the
convergence of trust establishment in the network.

3. TRUST ESTABLISHMENT IN MANETS
In this section, we set the stage for the rest of the paper

by giving a brief overview of the trust management concepts
in the original Hermes scheme. For further details on the
quantitative notions of trust and related trust metrics, the
reader is referred to [2].

3.1 Overview of Trust Management Concepts
The notion of trust and trust relationships have been stud-

ied extensively in the literature [13]. Associated with the no-
tion of trust is confidence, which is a measure of the level of
assurance in the trust relationship. It is helpful to combine
trust and confidence into a composite notion called trust-
worthiness [2] as it makes trust-related computations more
straightforward. We apply all these notions to the problem
of reliable packet delivery in MANETs. First-hand informa-
tion on packet delivery is what can be directly observed by
the sender in a path, but second-hand information can only
be obtained from third-parties. The literature discusses the
conveyance of second-hand information through a variety of
schemes such as recommendations. In Hermes [2], opinions



represent the combination of first-hand and second-hand in-
formation, the latter being gathered through recommenda-
tions.

3.2 Trust metrics
We briefly review the notions of trust, confidence, and

trustworthiness introduced in the original Hermes scheme.
Consider a given node that is observed over time with re-
spect to its packet forwarding behavior. Let A denote the
cumulative number of packets forwarded correctly and let B
denote the cumulative number of packets forwarded incor-
rectly by the node up to the current time. Then the trust
value, t, assigned to a node is defined as follows:

t ,
A

A + B
, (1)

where 0 ≤ t ≤ 1. A value of t equal to one indicates abso-
lute trust, whereas a value close to zero indicates low trust.
This definition of trust is based on Bayesian statistics [6].
The confidence value, c, associated with the trust value t is
defined as follows:

c = 1−
s

12AB

(A + B)2(A + B + 1)
, (2)

where 0 6 c 6 1. A value of c close to one indicates high
confidence in the accuracy of the computed trust value t,
whereas a value close to zero indicates low confidence. At
instant k a given node can be characterized by a pair (t, c).
In particular, node i characterizes its trust in node j by the
pair (ti,j , ci,j).

The notion of trustworthiness was introduced in Hermes
to characterize a pair (t, c) of trust and confidence values
into a single metric to facilitate trust-based decisions. The
mapping of (t, c) into a composite metric T is based on the
size and shape of a family of (x,y)-ellipses as explained in [2].
The trustworthiness associated with a pair (t, c) is defined
as

T (t, c) , 1−

q

(t−1)2

x2
+ (c−1)2

y2

q

1
x2 + 1

y2

, (3)

where x and y are parameters that determine the relative
importance of the trust value t vs. the confidence value c.
The “default” value of trustworthiness is defined as

Tdef , T (0.5, 0),

which represents the trustworthiness value assigned to a
node when its assigned trust and confidence values are t =
0.5 and c = 0, respectively. Thus, the value Tdef represents
ignorance about the trustworthiness of a node. The value
Tdef can be interpreted as an initial threshold for trustwor-
thiness. If the trustworthiness of a node exceeds Tdef , then
the node is considered “trustworthy” or“good”. Otherwise,
the node is viewed as “untrustworthy” or “bad”. In addition
to Tdef we also define Taccept as an acceptability threshold.
To meet Taccept the constituent confidence has to be greater
than or equal to a predefined threshold ǫ. We remark that
each node may choose a different value of Taccept to im-
plement its own policy in determining the acceptability of
trustworthiness values.
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Figure 1: Processing of NACKs.

4. FIRST-HAND TRUST EVALUATION
In this section, we present a new scheme for gathering

first-hand trust information from non-neighbor nodes. This
is an extension over Hermes, which gathers first-hand in-
formation only from neighbor nodes. The scheme requires
authentication mechanisms for both data and control pack-
ets.

4.1 Neighbor nodes
We first review the Hermes approach for establishing trust

for neighbor nodes introduced in [2]. In the Hermes scheme,
nodes evaluate the trustworthiness of their neighbors by
snooping the wireless channel. Omnidirectional antennas
and the absence of dynamic power control are assumed.

Consider a very simple route {x, y, z}. In this scheme, a
given node x in the network maintains counters My and Ay

for a neighbor node such as y. We refer to the sets of coun-
ters {My} and {Ay} as M -counters and A-counters, respec-
tively. The counter My records the total number of packets
sent from node x to node y for forwarding to z over an ob-
servation window. The counter Ay records the total number
of packets forwarded correctly (not dropped or misrouted)
from node y to node z.

The counters My and Ay are updated as follows. When-
ever a packet p is forwarded from node x to node y, My is
incremented by one and a timer is initiated. The timeout in-
terval is set to a value greater than the maximum round-trip
time (RTT) between two neighbor nodes in the network. If
node x observes a copy of packet p forwarded from node y
correctly to the next hop (say node z) before the timer ex-
pires the counter Ay is incremented by one. Otherwise, the
counter Ay is not updated.

4.2 Non-neighbor nodes
We now generalize the evaluation of first-hand trust to

non-neighbor nodes. We shall assume that source rout-
ing [14, 15] is used, so that the complete path taken by the
packet is known. Source routing protocols tend to be easier
secure than other types of routing protocols, e.g., distance
vector-based routing protocols.

We gather first-hand information from non-neighbor nodes
through the use of an acknowledgements scheme. Consider
the topology given in Fig. 1. When node x forwards packet p

to node y1, it initiates an acknowledgement timer with time-
out interval tack and updates the M -counters for the down-
stream intermediate nodes as follows:

Myi
←Myi

+ 1, 1 ≤ i ≤ n− 1. (4)

The value of timeout interval tack should be larger than the



maximum round-trip propagation time along the given path
in the network.

In the case of an acknowledgement (ACK) packet, node x

forwards the ACK to its upstream neighbor in general (ei-
ther another intermediate node or the source node itself),
and updates the A-counters for all of the downstream inter-
mediate nodes as follows:

Ayi
← Ayi

+ 1, 2 ≤ i ≤ n− 1, (5)

which indicates that all of the downstream nodes had cor-
rectly forwarded the packet p. Since node y1 is a direct
neighbor of node x, the counter Ay1

is updated based on
observation of the packet forwarding behavior at the MAC
layer as discussed earlier in Section 4.1.

Let us consider the case when an ACK is not received.
There are three subcases. First, if an intermediate node
along the path Rp fails to receive an ACK or negative ac-
knowledgement (NACK) packet within the timeout period,
it creates its own NACK packet and then sends it to the
upstream neighbor on the path. The other two subcases
are illustrated in Fig. 1 (a dashed arrow from node x to
node y indicates that x assumes y to be malicious or faulty
and a regular arrow indicates the transmission of a NACK).
Figure 1(a) illustrates the subcase where node x receives a
NACK from node y2 and Fig. 1(b) illustrates the subcase
when node x receives a NACK from node y1, which we call
the first intermediate node (FIN). We now discuss the two
subcases separately:

1. NACK originating from node yi, 2 ≤ i ≤ n−1: In this
case, node x infers that a fault occurred on the link
(yi, yi+1), but cannot identify which of the two nodes
yi and yi+1 caused the fault (y2 or y3 in Fig. 1(a)).
Therefore, node x suspects both nodes as faulty. To
avoid unnecessarily penalizing the nodes downstream
from yi+1, the M -counters for these nodes are decre-
mented by one as follows:

Myj
←Myj

− 1, i + 2 ≤ j ≤ n− 1. (6)

On the other hand, the intermediate nodes y1, · · · , yi−1

should receive credit for correctly forwarding the packet.
This is done by incrementing the corresponding A-
counters by one:

Ayj
← Ayj

− 1, 1 ≤ j ≤ i− 1. (7)

2. NACK originating from FIN node y1: If node x had
previously observed at the MAC layer that node y1 cor-
rectly forwarded packet p, then node x assumes that
node y2 failed to forward the packet correctly. In other
words, the FIN property of y1 implies that x can moni-
tor the forwarding behavior of y1 at the MAC layer and
this allows it to narrow the fault to y2. To avoid penal-
izing the nodes downstream from y2, the M -counters
for the nodes y3, · · · , yn−1 are decremented by one:

Myi
←Myi

− 1, 3 ≤ i ≤ n− 1. (8)

On the other hand, if node x had observed at the MAC
layer that node y1 incorrectly forwarded the packet p
(see Fig. 1(b)), then the nodes downstream from y1

should not be penalized. Therefore, node x decrements
the M -counters for these nodes by one:

Myi
←Myi

− 1, 2 ≤ i ≤ n− 1. (9)

Note that the counters are maintained only for down-
stream nodes. The reason is that an intermediate node
knows the number of packets it receives for forwarding from
its upstream node, but is unaware of the number of pack-
ets that its upstream node had received for forwarding. We
also remark that both nodes of a link identified as “faulty”
via receipt of a NACK are penalized. However, this effect
becomes negligible as a more diverse set of observation data
involving the two nodes is accumulated in the network over
time.

4.3 Computing Trustworthiness
Given the counters My and Ay, maintained for both neigh-

bor and non-neighbor nodes with which a source node inter-
acts, the number of packets forwarded incorrectly by node y
is given by By , My − Ay. Then the trust and confidence
that x attributes to y over an observation window are given
by (cf. (1) and (2))

ty = t(Ay, By) and cy = c(Ay, By),

from which the trustworthiness value Ty can be computed
via (3). In the next section we discuss how trustworthi-
ness calculations from neighbor and non-neighbor nodes are
combined to formulate opinions.

5. FORMULATION OF OPINIONS
Node i may need to make routing or other network-related

decisions that involve nodes, for example, a node m for
which trustworthiness value Ti,m is below Taccept. In this
case, second-hand trustworthiness values from third-party
nodes are incorporated to form an opinion about node m.
The propagation of trustworthiness information to form opin-
ions is accomplished through recommendations.

5.1 Recommendations and Related Definitions

Definition 1. A recommendation by node j on node m

is an assertion by j of the trustworthiness, which it has
for node m (denoted as Tj,m). Node j is thus the recom-
mender.

Node i seeks recommendations on a node m when the
trustworthiness it has computed for m is below Taccept. Node
i discriminates among multiple recommenders by evaluating
a metric called recommender trustworthiness.

Definition 2. Recommender trustworthiness T R
i,j is

the trustworthiness that node i places on recommender node
j with respect to reliable propagation of trustworthiness T .

Definition 3. A node j is considered a good recom-
mender by node i when the recommender trustworthiness
T R

i,j that i places on recommender j exceeds Tdef .

Definition 4. A node j is considered a bad recom-
mender by node i when the recommender trustworthiness
T R

i,j that i places on recommender j is smaller than Tdef .

Definition 5. A node j is considered good by node i

when the trustworthiness Ti,j that i places on j exceeds Tdef .

Definition 6. A node j is considered bad by node i when
the trustworthiness Ti,j that i places on j is smaller than
Tdef .



Definition 7. The bad node recognition percentage
or BN-recognition is the percentage of all bad nodes that
are recognized as bad by all of the nodes in the network.

5.2 Processing recommendations
Consider a scenario where node i asks a set of nodes D

for their recommendations for node m. Recommendations
are sought when a node wishes to establish a route in which
some of the nodes have a trustworthiness value is smaller
than Taccept. The recommender set D is chosen from among
all nodes in the network in the following order of priority: (i)
good recommenders, (ii) nodes for which the recommender
trustworthiness T R > Taccept, and (iii) all other bad recom-
menders. We remark that bad recommenders may be chosen
as part of the recommender set in order to update their rec-
ommender trustworthiness values. The recommender set D
is limited to a size d to limit the communication overhead.
No mechanisms are in place to obligate nodes to respond to
recommendation requests. We assume that node i will re-
ceive f ≤ d recommendations due to network conditions or
lack of willingness to respond to the request. Additionally,
when node j places on node m trustworthiness smaller than
Taccept, j does not reply to node i’s recommendation re-
quest. Recommendations are authenticated with a message
authentication code (MAC) computed using the shared keys
between the source s and the destination d of the request or
the reply.

Suppose node i receives recommendations for node m. For
a given recommendation received from node j ∈ D, the pro-
cedure below is followed. If node i has formed for node m

a trustworthiness value smaller than Taccept, it temporar-
ily accepts the maximum value from among all the recom-
menders. This temporary trustworthiness value is used for
routing or any other network-related decisions until subse-
quent updates lead to node i’s trustworthiness exceeding
Taccept. Then (i) a test is run to determine the trustworthi-
ness of the recommendations, (ii) the recommender trust-
worthiness is updated and (iii) node i forms its opinion
Pi,m for node m. The procedures of the last three steps
are discussed in the following two subsections. Algorithm 1
summarizes the procedure that node i executes to process
recommendations for a node m.

Algorithm 1 Processing of recommendations for node m

choose recommender set D
obtain recommendations for nodes in D

if Ti,m < Taccept then
T

tmp
i,m ← max{Tj,m : j ∈ D}

end if
run RC-test for recommendations Tj,m, ∀j ∈ D
update recommender trustworthiness T R

i,j , ∀j ∈ D
calculate opinion Pi,m

5.3 Recommender trustworthiness
When Ti,m > Taccept, the trustworthiness of the recom-

menders j ∈ D can be evaluated. This is done by performing
the following recommender’s test or RC-test :

RC-test : |Ti,m − Tj,m| ≤ η,

where η ∈ (0, 1) is a threshold value. The RC-test succeeds
when the recommended trustworthiness value is close to the

first-hand trustworthiness value as defined by the set thresh-
old. Otherwise, the test fails. The outcome of each RC-test
for recommender j is used to update counters A and B,
where A counts the number of times for which the RC-test
succeeds and B counts the number of times for which the
RC-test fails. The A and B counters are then used to calcu-
late the recommender trustworthiness T R

i,j according to the
trustworthiness formulas (1)- (3).

A node j declines to submit a recommendation for node m

to node i when m is the FIN node of j and η · 100% of the
control packets sent from m to j for a given flow are NACKs.
As discussed in section 4.2, when node m sends a NACK up-
stream, the source node i suspects both m and its adjacent
downstream node as faulty. On the other hand, since j is a
neighbor of m, it can isolate the fault either to node m or
its downstream neighbor. In this case, the trustworthiness
that i calculates m, Ti,m, and the trustworthiness that j
calculates for m, Tj,m, could be significantly different when
m is actually a good node. Thus, the RC-test would fail for
node j even though it may in fact be a good recommender.

5.4 Definition of Opinion
We now generalize the notion of trustworthiness to the

concept of opinion, which incorporates second-hand trust-
worthiness values from third-party nodes. We denote the
opinion that node i has for node m by Pi,m. We now pro-
vide the definition for the opinion that any node i has for
another node m as follows:

Pi,m , max
j∈Γ
{ωi,jTj,m}, for Pj,m 6= Tdef (10)

ωi,j =



T R
i,j , i 6= j,

1, i = j.
(11)

where Γ is the set of recommenders in D that pass the RC-
test. The opinion Pi,m is recalculated as the maximum of
its current opinion Pi,m and the recommendations in the set
Γ, weighted by the recommender trustworthiness value T R

i,j .

6. AUTHENTICATION OF PACKETS
Authentication of every data, ACK, and NACK packet

is required to protect the network against modification and
impersonation attacks. In the extended Hermes scheme, we
require all nodes to verify the authenticity of ACK/NACK
packets received from downstream nodes in order to draw
reliable conclusions about their forwarding behaviors. Hash
chains provide a convenient mechanism for authentication
to be performed by all upstream nodes. In this section, we
propose an extension of the mechanisms proposed in [16,
17] to provide authentication of packets in the extended Her-
mes scheme. We remark when a secure routing algorithm is
in place, the nodes have already established pairwise keys,
which can also be used for the authentication of the infor-
mation exchanged during the trust establishment phase of
Hermes.

6.1 Data packets
As in [16], the authentication field of a data packet con-

sists of a sequence of message authentication codes (MACs)
computed using the shared keys between a source s and each
of the intermediate nodes ai and the destination d. The
MAC of node ai receives as input the data packet and the
MACs for node ai+1, ai+2, ..., d. This way, the data packets



enable hop-by-hop authentication verification that protects
against malicious intermediate nodes trying to tamper with
the MAC field of a downstream node without being detected.

6.2 Control packets
As in [16], the authentication fields of an ACK/NACK

packet satisfy two properties; (i) they are impractical to
forge and (ii) if an ACK/NACK verifies at one non-faulty
node on the path, it satisfies at all non-faulty routers on
the path. A one-way hash function h(.) and hash chains of
length three are used to guarantee the previous properties.

Consider a path R = {s, a1, a2, · · · , an−1, an = d}, where
n ≥ 2, from s to d and denote the sequence number of
a packet p as k and the shared key between source s and
node ai as Kai

s . Each source s constructs n− 1 hash chains
to be used when the ACK of p is forwarded and n− 2 hash
chains (no hash chain for destination d) to be used when
the NACK of p is forwarded. As we shall explain shortly, a
total of 2n−3 hash chains need to be initiated by the source
to ensure that malicious intermediate nodes cannot discard
the MAC field of another node without being detected.

Similar to the notation used in [16], we denote by r0
i (k|0)

the first element of the “ACK” hash chain for node ai; its
second element is used to authenticate an ACK. The hash
chain element r0

i (k|0) is constructed by concatenating the
key Kai

s , the sequence number k and the element 0. Simi-
larly, we denote by r0

i (k|1) the first element of the “NACK”
hash chain for node ai; its second element will be used to au-
thenticate a NACK. The element r0

i (k|1) is constructed by
concatenating the key Kai

s , the sequence number k, and the
element 1. The succeeding elements rl

i(k|0), rl
i(k|1), l = 1, 2,

are constructed by applying a one-way hash function h(.) to
the immediately preceding elements.

The source node announces, using the data packet, all
2n− 3 third elements, which are protected by the authenti-
cation field of the packet. Each recipient ai is able to con-
struct r0

i (k|0), r0
i (k|1). When destination d sends an ACK, it

appends r1
n(k|0) to the ACK packet. The element r1

n(k|0) al-
lows node aiand s to identify that d send the ACK. Similarly,
every ai appends r1

i (k|0) and the ACK reaches the source s.
If a timeout occurs at node ai, ai constructs a NACK and
appends element r1

i (k|1) to authenticate it. Similarly, all
the upstream nodes of ai append their authenticators to the
NACK.

In [16], only n − 1 hash chains, corresponding to the
“ACK” hash chains discussed above, are constructed by the
source node i. However, this scheme is vulnerable to the fol-
lowing attack. Consider the path R = {s, a1, a2, a3, a4 = d}.
Suppose that destination d sends an ACK, and appends the
element r1

4(k). Nodes a3 and a2 properly append r1
3(k) and

r1
2(k) respectively to the ACK packet received and forward

it to node a1. If a1 is a malicious node, it can discard the
authenticators r1

4(k) and r1
3(k), append r1

1(k) and thus for-
ward

(ACK|r1
2(k)|r1

1(k))

to the source s. The source will then believe that node a2

constructed a NACK for link (a2, a3) and nodes a2, a3 will
be erroneously penalized as being faulty.

In the proposed scheme with both “ACK” and “NACK”
hash chains, the malicious node a1 cannot discard the au-
thenticators r1

4(k|0) and r1
3(k|0) and append r1

1(k|1), with-

out being detected. The reason is that

(NACK|r1
2(k|0)|r1

1(k|1))
would be forwarded to the source s, which would see the in-
consistency of the received packet (r1

2(k|0) authenticates an
ACK, whereas r1

1(k|1) authenticates a NACK) and correctly
identify link (a1, a2) as faulty. Thus, 2n− 3 hash chains are
required because authenticators r1

i (k) authenticates only the
node that appended the authenticator, not the packet con-
tent. Note that hop-by-hop authentication of the ACK and
NACK packets is required for recognition of the faulty link,
which allows the source and intermediate nodes to collect
valid information about the forwarding behavior of all their
downstream nodes.

7. SECURITY PROPERTIES
In this section we describe informally some of the key

security properties that our scheme guarantees. Simulations
results that illustrate some of these properties are discussed
in the next section.

1. Ability to model independence in malicious be-
haviors. The proposed scheme can handle the drop-
ping and misrouting of packets, as well as the propa-
gation of false opinion values. Even when false trust-
worthiness values are computed for recommenders, the
scheme will converge to the correct opinions reflecting
the underlying packet forwarding behavior.

2. Robustness against false recommendations. Our
scheme is robust against scenarios where the majority
of the nodes send false recommendations. Our sim-
ulation study shows very few false positives (a good
node is identified as bad) even when the proportion of
bad recommenders is 90%. Our scheme is also resilient
against the presence of bad nodes. In summary, nei-
ther the number of bad recommenders nor bad nodes
compromises the ability of the scheme to form correct
opinions.

3. Ability to distinguish the bad node among two
neighbors. The ACK processing scheme may identify
two neighbor nodes as malicious with respect to a given
flow, even when one of the nodes is good. However, if
there are multiple flows on different routes to which
these nodes belong, the scheme will be able to isolate
the bad node among the two.

4. Resilience against multiple, concurrent and col-
luding attacks. Three properties in the scheme col-
lectively ensure resilience against multiple and concur-
rent as well as colluding attacks: (i) the ability of a
sender to overhear and verify forwarding of its packets
by its FIN nodes, (ii) an acknowledgement scheme that
conservatively identifies potential malicious nodes, and
(iii) a node i evaluates recommendations from another
node j on node m always in relation to the first-hand
trustworthiness that node i has formed on m.

5. Robustness to attacker placement and attack
frequency. The accuracy of our scheme does not
depend on the frequency with which an attack is per-
formed or the placement of the attackers along a path.
This is because a sender node can always monitor the



FIN nodes of flows. Further, the monitoring and pro-
cessing of packet and acknowledgement forwarding are
independent of the attack frequencies.

6. Resilience against duplication and replay. In the
Bayesian framework statistical confidence increases as
the number of data samples increases. As such, it may
appear at first sight that our scheme can be manipu-
lated to boost confidence through packet duplication
and replay. We mitigate these attacks through the use
of sequence numbers at the network layer. Attacks as-
sociated with data packet replays are stopped at the
FIN, which disregards a data packet with a replayed
sequence number. As a result, the remaining down-
stream nodes do not receive packet duplicates.

8. PERFORMANCE EVALUATION
In this section we evaluate the performance of Hermes.

We first evaluate the accuracy of Hermes by presenting some
representative results from our simulation experiments.

8.1 Simulation methodology
We present some representative results from our simula-

tion experiments for evaluating the accuracy of our scheme
under different network and attack scenarios. The network
consists of 10 nodes that are randomly placed in a 500 m
by 500 m area. The wireless radio transmission range of the
nodes is set to 250 m. Nodes exhibit four types of behavior.

• Type I: Good node, good recommender;

• Type II: Bad node, good recommender;

• Type III: Good node, bad recommender;

• Type IV: Bad node, bad recommender.

A predefined number of flows is generated for each sim-
ulation scenario. The route corresponding to a flow is not
derived based on a given topology, but is chosen randomly to
reflect the network topology at a given point in time. Thus,
the effect of a dynamically changing network topology is
captured in the simulation. The nodes in the network col-
lect empirical evidence and build their trustworthiness and
opinion values for all other network nodes based on traffic
generated by the traffic flows.

Since the traffic flows are generated randomly, one or more
misbehaving nodes may participate per flow. Misbehaving
nodes may be neighbors or non-neighbors. The number of
the traffic flows generated in the simulation scenarios pre-
sented in this section is chosen to be small to highlight the
convergence of our scheme. However, when the number of
generated flows is small, some nodes may not participate
in any flows and as a result, no opinion is formed for them.
Given a sufficiently large set of traffic flows, all nodes should
be able to form valid opinions for every other node in the
network. We remark that in the simulations discussed here,
we do not employ the averaging windows introduced in [2],
in order to simplify the presentation of results. Implementa-
tion of the averaging windows would have further improved
the accuracy of the final opinions when the node behaviors
change over time (see Fig. 4).

8.2 Network View
In the first simulation scenario, eight random traffic flows

are established along different paths in the network. The
minimum and maximum number of nodes allowed on a route
are four and seven respectively. Nodes 1, 3, 4, 5, 8, 9, 10 are
randomly assigned to be of Type I. They forward 100% of
the packets that they should be forwarding and propagate
correct opinions P . Node 7 is randomly assigned to be of
Type II. Node 7 forwards 20% of the packets received for
forwarding, but propagates correct opinions P . Node 6 is
randomly assigned to be of Type III. Node 6 forwards 100%
of the packets received for forwarding, but propagates rec-
ommendations of fixed opinion P = 0.5. Node 2 is randomly
chosen to be of Type IV. Node 2 forwards 20% of the packets
received for forwarding, and propagates recommendations
of fixed opinion P = 0.5. Although, in this case 30% of
the nodes exhibit malicious behavior of one or another type,
increasing this percentage does not affect the ability of the
extended Hermes scheme to form accurate opinions. The
source nodes send 100 data packets during each observation
window W (also called “round”). The trustworthiness pa-
rameters are set as x =

√
2 and y =

√
9, and the RC-test

threshold η is set to 0.1.
First, we implement our scheme with recommendations.

Recommendations are exchanged among nodes that are in
the same route and between any two nodes given that one
of the nodes has formed opinions for nodes that the other
node wants to use as intermediate nodes on a route. Fig-
ure 2 shows the opinion P and trustworthiness T R that good
node (and good recommender) 10 places on all other network
nodes after 1, 3, 10, and 30 rounds. We note that node 10
identifies correctly the type of behavior of each node. Type
I nodes appear in the top-right corner area, Type II nodes
appear in the lower-right corner area, Type III nodes appear
in the upper-left corner area, whereas Type IV nodes appear
in the lower-left corner area. Node 3 is correctly identified as
good node. However, node 10 has not formed recommender
trustworthiness T R for it, T R

10,3 = Tdef , as node 10 had not
asked node 3 for recommendations. Observe that the more
observations node 10 makes, the more accurately it assigns
opinion and recommender trustworthiness values.

Figure 3 illustrates the opinion value that node i places
on node j in a grayscale representation. The color black
represents an opinion value of 0, white represents an opin-
ion value of 1, while intermediate values are represented by
different shades of gray. Figure 3 (b) illustrates the opinion
values, Pi,j which is the opinion formed in terms of packet
forwarding. One can see that nodes 2 and 7 are identified
as bad nodes by all other nodes, but node 6, which has not
yet formed an opinion about these nodes. Node 7 has not
identified node 2 as bad node for the same reason. The good
nodes are also correctly identified.

Figure 3 (c) shows the recommender trustworthiness val-
ues, T R

i,j , which are the opinions formed in terms of trust
propagation. Nodes 2 and 6 are correctly identified as bad
recommenders by all other nodes that were able to form ac-
ceptable recommender trustworthiness values T R for them.
The remaining nodes are correctly identified as good recom-
menders with one exception. There is a false positive recom-
mender trustworthiness value T R, due to the fact that only
eight flows are active. With more flows in the network, the
accuracy of the opinion values formed improves. However,
note that the existence of false positives T R is acceptable,
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Figure 2: Opinion of good node/recommender for all other network nodes after (a) 1 round, (b) 3 rounds,
(c) 10 rounds, (d) 30 rounds.

as long as the correct opinion values are formed, which is
the case here.

Figure 3 (a) illustrates the opinion values, Pi,j when the
scheme without recommendations is implemented for the
same simulation scenario. Nodes that have interacted with
nodes 2 and 7 have correctly identified them as bad nodes.
Nodes that interacted with the remaining nodes have identi-
fied them as good, with two exceptions. Two false positives
are attributed to the fact that upon receipt of a NACK, both
nodes of the faulty link are assumed to be bad. This effect
can be attenuated with the presence of a larger number of
distinct active flows containing both nodes. Comparing (a)
and (b) we see that when recommendations are used, nodes
form the correct network view much more quickly. We have
also tested our scheme under various attack scenarios, vary-
ing the number of bad recommenders and bad nodes, and
found that the scheme forms accurate opinions in all cases.

8.3 Adaptive behavior
To demonstrate our scheme’s ability (with recommenda-

tions) to adapt to changes in the node behaviors, we use
the same simulation scenario. Eight flows are generated
and the source nodes send 100 data packets during each
round. The simulation runs for fifty rounds. However, now
nodes 1, 4, 5, 8, 9, 10 are of Type I. Nodes 2, 6 are bad recom-
menders, propagating opinions with value P = 0.5. Node 3
is of Type II. Node 2 is good for rounds 1-5 and then be-
comes bad, thus switching from Type III to Type IV. Node 7
is bad for rounds 1-10 and then becomes good, thus switch-
ing from Type II to Type I. Node 6 is of Type III. Good
nodes forward 100% of the packets that they should be for-

warding. Bad nodes forward 20% of the packets received for
forwarding. As before, the RC-test threshold η is set to 0.1.

The opinions P that node 10 places on nodes 2, 3, 7, 8 over
50 rounds is shown in Fig. 4. Our scheme accurately eval-
uates trust and adapts to changes in the nodes’ behaviors.
Note that the past behavior of a node influences the value of
the current opinion P . For example, at round 50 P10,8 ≈ 1,
whereas P10,7 = 0.86. The implementation of the windowing
mechanisms as proposed by [2] would systematically expire
old observation data in order to improve the responsiveness
of the system. We remark that the ability of Hermes scheme
to quickly adapt to changing node behavior is a key point of
the scheme that makes it practical for real-world networks.

8.4 Convergence comparison
In the next simulation scenario, we compare the conver-

gence of our scheme with and without the use of recommen-
dations. The objective is to investigate the BN-recognition
(see Section 5.1) of our scheme as a function of active net-
work flows. The simulated network consists of 10 nodes.
Nodes 1, 3, 4, 5, 8, 9, 10 are of Type I, node 7 is of Type II,
node 6 is of Type III and node 2 of Type IV. As in ear-
lier simulations, good nodes forward 100% of packets, bad
nodes 20%, good recommenders propagate valid trust val-
ues, whereas bad recommenders send P = 0.5. Initially one
flow is generated and then one flow is added per round. The
flows are randomly generated. The number of nodes on a
route is set to 5.

Figure 5 shows the BN-recognition of the scheme with
and without recommendations. The error bars indicate the
90% confidence intervals obtained from executing on the
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Figure 6: Network view: (a) Opinion Pi,j of ex-
tended Hermes, (b) Opinion Pi,j of Hermes.

order of 20 simulation trials for each estimated value. As
expected, recommendations accelerate the convergence of
the trust establishment procedures. With recommendations,
the BN-recognition converges to a steady-state value after
fewer than 20 rounds, whereas when recommendations are
not used, more than 35 rounds are required for the scheme
to converge.

8.5 Extended Hermes vs. original Hermes
Figure 6 compares the performance of the extended Her-

mes scheme with the original Hermes scheme proposed in [2]
in a gray-scale representation. The comparison is done for
the simulation scenario presented in [2]. Five traffic flows
are established in a network of ten nodes. Node 9 acts
maliciously, forwarding only 20% of the packets. Hermes
assumes that malicious nodes are also bad recommenders.
The trust values they propagate are ignored and Tdef is used
for the trustworthiness calculation of nodes downstream of
a malicious node. We simulated a scenario in which node 9
is a bad recommender that propagates P = Tdef . All other
nodes forward 90% of the packets they should be forwarding.
The source node of each flow sends 20 packets per window
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Figure 7: Large-scale network view: (a) Opinions
Pi,j , (b) Recommender trustworthiness values T R

i,j .

over the course of 30 rounds.
Figure 6 (a) illustrates the opinion values Pi,j , that node i

places on node j when our scheme is implemented and Fig. 6
(b) is the equivalent network view presented in [2]. One
can verify that the extended Hermes scheme is superior in
terms of (i) convergence time and (ii) accuracy of the opinion
values in the sense that more nodes correctly identify other
nodes as good or bad. In Fig. 6 (a), we see that seven nodes
have identified node 9 as bad, whereas in Fig. 6 (b) only five
nodes have identified node 9 as bad.

8.6 Large network scenario
We now simulate a larger network scenario consisting of

100 nodes and 200 random traffic flows established along
different paths in the network. The minimum and maxi-
mum number of nodes allowed on a route are four and ten,
respectively. We chose 2 flows to be initiated in average
per node to emphasize the convergence of our scheme with
a limited number of traffic flows. Nodes 1-10 are assigned
to be of Type II and forward 20% of the packets received
for forwarding, but propagate correct opinions P . Nodes
21-30 are assigned to be of Type III; they forward 100%



of the packets received for forwarding, but propagate rec-
ommendations of fixed opinion P = 0.5. Nodes 11-20 are
chosen to be of Type IV; they forward 20% of the packets
received for forwarding, and propagate recommendations of
fixed opinion P = 0.5. The remaining nodes are of Type I;
they forward 100% of the packets that they should be for-
warding and propagate correct opinions P . Thus, 30% of
the network nodes exhibit malicious behavior of one or an-
other type. The source nodes send 50 data packets during
each observation window W . The trustworthiness parame-
ters are set as as before. Recommendations are used in the
simulation.

Figure 7 (a) illustrates the opinion values Pi,j , that node i
places on node j. One can see that nodes 1-20 are identified
as bad nodes and nodes 21-100 are identified as good nodes
by 87% of nodes; 13% nodes did not form an opinion about
one or more of nodes, because of lack of interaction with
them. In total, 9, 900 opinions are formed. The number
false positives was 16, which correspondes to 0.0016% of
all opinions. The false positives are attributed to the fact
that upon a receipt of a NACK both nodes of the faulty
link are suspected as bad nodes. As mentioned earlier, this
effect is attenuated by the presence of a larger number of
diverse flows which contain bad nodes with a variety of good
neighbors. These results suggest the effectiveness of Hermes
in larger network scenarios.

Figure 7 (b) shows the recommender trustworthiness val-
ues, T R

i,j , that node i places on nodes j. One sees that nodes
11-30 are correctly identified as bad recommenders by all
other nodes that were able to form acceptable recommender
trustworthiness values for them. The remaining nodes are
correctly identified as good recommenders by the majority
of the nodes. We note that there are some false positives
in the recommender trustworthiness values. However, the
existence of false positives T R is acceptable as long as the
correct opinions P are formed, which is the case here.

9. CONCLUSION
We presented a robust cooperative trust establishment

scheme for MANETs, which is designed to improve the re-
liability of packet forwarding over multi-hop routes, partic-
ularly in the presence of malicious nodes. The proposed
scheme extends the Hermes framework introduced in [2] in
several important ways. In the extended Hermes scheme,
first-hand information for non-neighbor nodes is obtained
via feedback from acknowledgements sent in response to
data packets. The extended Hermes exploits information
sharing among nodes to accelerate the convergence of trust
establishment procedures. Second-hand trust information is
obtained via recommendations from cooperative nodes. The
trustworthiness of the recommendations and recommenders
is evaluated. The concept of trustworthiness is then ex-
tended to the notion of an opinion that a given node has
about the forwarding behavior of any arbitrary node by com-
bining first-hand and second-hand trust information.

The proposed extensions to Hermes allow nodes to form
accurate opinions for any network node and provides robust-
ness against the propagation of false trust information by
malicious nodes. The number of nodes that propagate false
trust information does not influence the robustness of the
system. Three types of malicious node behavior are iden-
tified: (i) dropping or misrouting packets but propagating
true opinion values, (ii) forwarding packets but propagating

false opinion values, and (iii) dropping or misrouting packets
and propagating false opinion values. The effect of attacks
by malicious nodes is identified either when they operate
separately or form collusions. We presented simulation re-
sults which demonstrate the effectiveness of the extended
Hermes scheme in distinguishing among malicious and non-
malicious nodes in a variety of network scenarios involving
nodes that are malicious both with respect to packet for-
warding and trust propagation.
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