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Abstract—In a wireless system with opportunistic spectrum transmitter is idle. During such idle periods, a secondasru
sharing, secondary users equipped with cognitive radios attempt may opportunistically transmit on the given channel withou
to access radio spectrum that is not being used by the primary causing harmful interference.

licensed users. On a given frequency channel, a secondary user X . - . .
can perform spectrum sensing to determine spatial or temporal Spatla_l spec_trum sensing 1S '”Ves“gated [4], [5], wherein
opportunities for spectrum reuse. Whereas most prior works the maximum interference-free transmit power (MIFTP) of a
address either spatial or temporal sensing in isolation, we propose given secondary user is estimated based on signal strengths
a joint spatial-temporal spectrum sensing scheme, which exploits received by a group of secondary nodes. To calculate the
information from spatial sensing to improve the performance of MIFTP for a secondary node, estimates of both the location

temporal sensing. We quantify the performance benefit of the dt it £ th ; i it timated
joint spatial-temporal scheme over pure spatial sensing and pure and transmit power of the primary transmitter are estimate

temporal sensing based on counting rule and linear quadratic Ccollaboratively by a group of secondary nodes. Using these
detectors. Finally, we analyze a multi-level quantization feedback estimates, each secondary node determines its approximate

scheme that can improve the performance of temporal sensing MIFTP, which bounds the size of its spatial spectrum hole.
based on counting rule detectors. In [4], [5], the primary transmitters are assumed to tramsmi
Index Terms—Dynamic spectrum access, cognitive radio, hy- at constant powers. However, this assumption does not allow

pothesis testing, spectrum sensing secondary users to take advantage of temporal spectrurms. hole
In practice, the primary transmitter may alternate between
I. INTRODUCTION being active (ON) and idle (OFF).

In traditional wireless systems, spectrum or frequency is The problem of detecting when the primary is ON or OFF
allocated to licensed users over a geographic area. Whhaset is called temporal spectrum sensing. Cooperative temporal
constraints, spectrum is considered a scarce resourceodu€®nsing has been studied in [6]-[8]. The decision on the
static spectrum allocation. Recent empirical studies dfora ON/OFF status of the primary transmitter can be made either
spectrum usage have shown that licensed spectrum is tiypic@t individual secondary nodes or collaboratively by a group
highly under-utilized [2], [3]. To recapture the so-callspec- Of secondary nodes. Cooperation among secondary nodes for
trum holes,” various schemes for allowing unlicensed or se€mporal sensing can overcome problems posed by low signal-
ondary users to opportunistically access unused spectawm hto-noise ratio (SNR), shadowing, and hidden terminals A8].
been proposed. Opportunistic or dynamic spectrum acces$%actical solution for cooperative temporal sensing ippsed
achieved by cognitive radios that are capable of sensing #Rel[8], Whereby individual secondary nodes make decisions
radio environment for spectrum holes and dynamically tgnirfoout the ON/OFF status of the primary transmitter indepen-
to different frequency channels to access them. Such radfgtly. A fusion center or centralized controller collethe
are often calledrequency-agile or spectrum-agile. individual hard decisions made by all secondary nodes and

On a given frequency channel, a spectrum hole can ten makes a final decision on whether the primary is idle or
characterized as spatial or temporalspatial spectrum hole active. The fusion center is assumed to know the geographic
can be specified in terms of the maximum transmission powegations of all cooperating secondary nodes and hence can
that a secondary user can employ without causing harmggtimate the correlations between their observations.ddery
interference to primary users that are receiving transoriss the fusion center does not generally have knowledge of the
from another primary user that is transmitting on the givePfimary’s location or transmit power. A suboptimal temgora
channel. Spectrum reuse in this context is similar to fraque detector is proposed in [9] based on a linear quadratic (LQ)
reuse among cochannel cells in a cellular networkemporal detector that uses partial statistical knowledge to im@rov

spectrum hole is a period of time for which the primar)detectlon performance. As discussed in [8], the LQ detector
outperforms a simpler detector based on a counting rulegn th
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mate the MIFTP (cf. [4]). Estimation of the MIFTP involves Il. SYSTEM MODEL

localization of the primary transmitter and estimation f i

transmit power. When the primary transmitter is in the OFF . . . .
X : . primary transmitter and\/ secondary users equipped with

state, a given secondary user can transmit at maximum power, P - : ; i

. . . reguency-agile cognitive radios. The primary transmitien

Here, spatial spectrum sensing relies on temporal spectr &'in one of two states: an ON state in which it transmits

sensing in order to determine the ON/OFF state of the prima\xxth constant bowes an.d an OEF state in which it does not

transmitter. In a pure spatial sensing scheme, the primzﬁgnsmit P P

transmitter is assumed to be ON at all times. Thus, when '

the primary is actually OFF for some portion of time, pure

spatial sensing will tend to underestimate the transmitgrowa, Spatial Spectrum Sensing
of the primary. Temporal sensing information can be used to — S
All transmissions are assumed to be omnidirectional and the

rigger ial sensin ivity onl ring the ON peri . . .

t gge_spata Sensing act 1y only du g the ON periads signal propagation follows a lognormal shadowing model. We
the primary transmitter. This will result in a more accuratgssume the following path loss model (cf. [10]):
estimate of the primary transmitter parameters and hence 9p ' ’

improve the accuracy of spatial sensing. L = 10nlogy,(d/do) + Lo [dB], (1)

Conversely, localization information for the primary t8n \yhere ¢ is the distance between transmitting and receiving
mitter obtained from spatial spectrum sensing are used 4fiennas in metersL, is the path loss in dB, is the
improve the performgnce of temporal sensing. Approximaifienuation at a reference distanke L, = 20 loglo(%ﬂ) and
knowledge of the primary transmitter's location are used 0 is the wavelength in meters. Accounting for the effect of
intelligently select a subset of the observations from sdaoy shadowing and noise, the received power at noddue to

nodes for temporal sensing. Temporal sensing performate oqe , can be represented as a lognormal random variable:
be improved in this way because the observation set can be

selected from the secondary nodes so as to minimize the cor- R, = s, — 10nlogy(dp,n/do) + W [dBm], 2
relations among the observations. Our simulation reshlttsvs _ ) )
that the proposed spatial-temporal sensing scheme ootpesf Where n is the path loss factors, (dBm) is the transmit

pure temporal sensing based on either a counting rule or IBQWer of nodep at dy, andd, ; denotes the distance between
detector. node ; and nodej in meters. Here, we approximate the

sum of the shadowing and noise powers as a lognormally

We also investigate a multi-level quantization detectiogistributed random variablg” ~ N(o’ggv),whereggv is the
strategy for temporal sensing based on the counting rgRadowing noise variance. We define the path loss function
in which each secondary node sends rarbit decision to g(d) £ 10nlog,o(d/dy). Then the path loss from nodeto
the fusion center. Thus, the observations received from thede is given by
secondary nodes are quantized2td levels. Previous works
on temporal spectrum sensing (cf. [6]-[8]) assume that each Lij = g(dij,n) + W [dBm].
secondary node sends only a one-bit decision to the fusion _
center where the final decision is made on whether the primary/Ve Shall make use of some concepts related to spatial

is ON or OFF. This approach can be useful when there SgECtrUm sensing from [4]. Theaximum interference-free

very limited communication bandwidth between secondaﬁ({ansmit power (MIFTP) of a secondary node is defined as

nodes and fusion center, but it leads to significantly poorl}e Maximum transmit power on a given channel such that
performance compared to a centralized approach. A centih)€ Probability of interference to any potential victim eod
ized fusion center computes the joint likelihood of all soff-€ @ Primary receiver) is less than a prescribed thrieisho

observations to obtain the final detection decision. Howevd N€ outage P“?ba?:“ty ofba g/jlgtimhnodiv with r.eszect to the
the centralized approach is difficult to implement in preeti transmitterp, is the probability that the received pows,

because it requires a relatively large communication battw from nodep falls below a predetermined detection threshold

between the secondary users and the fusion center. Therefbpin: Fout (: v) = P(Ry, < Ruin). The coverage distance
the proposed multi-level feedback scheme represents a cdfnte maximum distance between nogend any potential
promise between the distributed one-bit feedback scheme §Ftim nodev such thatF,,, does not exceed a predefined
the centralized detector. thresholdecoy > 0: deov (p) = max{dy,y : Pout(p; v) < €cov}-
The coverage area of the transmittep is the disk centered at
The remainder of the paper is organized as follows. Sewedep with radiusdoy (p).
tion 1l describes the system model for spatial spectrum andThe received power at node from nodea is given by
temporal spectrum sensing. Section Il develops that joiff = s, — g(da) + W, Wheres, is the transmit power of.
spatial-temporal sensing scheme and compares its achéevdthe interference probability in the spatial domain with respect
capacity relative to pure spatial and pure temporal sensittga given victim nodev is the probability thatl, exceeds a
schemes. Section IV investigates the performance of temhpgoredefined interference tolerance threshgld,: Pi(a,v) =
sensing based on the counting rule with multi-level feedbacP (I, > in.x). For a single fixed primary transmitter and
Section V presents simulation results. Finally, the paper FAR nodea, the MIFTP is the maximum transmit power of the
concluded in Section VI. FAR node such that the interference probability with respec

We consider a discrete-time system model with a single



to any potential victim node within the coverage distancenfr with o > p1, wherep £ E[101og;,(1+SNR)] [dB], andSNR
nodep does not exceed a threshalg; > 0: is the signal-to-noise ratio at the secondary nodes at theda
x A . ) distance from the primary user or, equivalently, the srsalle
Sa = max{sa : Py(a,0) < €ing, V0 2 dpp < deov(p)}- mean received sigrrw)al—to-noise ratio V\?hen the primary is ON.
The worst-case interference probability is given by In (4) and (5), N (v,X) denotes the multivariate Gaussian
N imax — Sa + g(d?) distribution with mean vectov and covariance matrix and
Ps(a) = max Py(a,v) = Q@ < ) (3) &2 is the variance of the noise power undér. The symbols
0 and 1 denote vectors of all zeros and ones, respectively,
whered;; £ d, . — dcov(p). An approximation for the MIFTP and I is the identity matrix of appropriate dimension. The
based on received signal strength measurements is dedlelope;) element of the covariance matr® is given by, =
for the case of a single primary transmitter in [4] and thg2,di;/De where d;; is the distance between nodesnd j
case of multiple cochannel primary transmitters in [11}, ren meters,o? is the variance of the noise power undéf,
spectively. and p is the correlation coefficient between secondary nodes
To mitigate the effect of shadowing and low SNR, coopseparated by a reference correlation distafitein meters.
eration among the secondary nodes is necessary to perfama parameter represents the mean power observed under
both spatial and temporal spectrum sensing. We assume that
all secondary nodes have the same detection distance, i.eghe probability of temporal interference with the primary
they are equipped with detectors having the same receiy@{nsmitter is equivalent to the false alarm probabifity =
sensitivity. The set of secondary nodes that performs teahp0p0(5 = H,), wheres is the decision rule used by the fusion
sensing may be different from the set of nodes that perforragnter andPy(-) is the probability measure undei,. In
spatial sensing. Lef and7 denote the sets of nodes that argeneral, the temporal interference probabilfy(5 = H;)
involved in spatial sensing and temporal sensing, res@¢ti goes not necessarily equal the spatial sensing interferenc
The nodes inS are assumed to be located within a Cird%robability P,(a) given in (3). The temporal sensing system
centered at primary transmitter locatiém,, y,) with radius js designed such that the probability of temporal interieee
equal to the detection distandg..(a). is less than or equal to a pre-specified vatue

ow

B. Temporal Sensing Model ps = Po(6 = Hp) < k. (6)
th;/v()enztfjoegtczbrzg?r?l[g]f ?;ﬁﬂgg;;ﬁﬁgi; Ziniildné;pzlrrrd”eanrtﬁe constraint (6) must be satisfied for all valuesxaf p in
. } ; : éS). Since the prior information about the distribution bét

demsmry about the ON/OFF state of the primary transmitt L an power: is unknown, the composite binary hypothesis
and requests the ONIOFE decisions from the set of nodes 3G Problem given by (4 and (5) s designed under a tobus
F The main task of the fusion center is to decide whethgnd universally most powerful detection framework [12]. In

o o other words, the system is designed such that (6) is satisfied
the primary transmitter is in the ON or OFF state. We assume . \aast favorable value of. ie. o — . [8]. This results
that all secondary nodes use identical energy detectmlseSim a simple Neyman-Pearson r’1y.p(.)’thesis tes';ing problem:
the nodes inZ” are expected to be located relatively close to '
each other, the distributions of received power at thesesod Ho:Y ~N(ul, %),
are assumed to be identical and correlated. Hy Y ~ N(0,021)

Temporal spectrum sensing can be formulated as a binary L e
hypothesis testing problem in which the fusion center deter
mines whether or not the current mean received power is , - : . .
higher than the received power when the primary transmittﬁrThe final (t:ieC|S||on<l5). IS m_ad? atdthg fusmn ant?r’dw.hmh"
is in the OFF state [8]. We define two hypothes&s: is the as access 1o only binary-value decisions made in lvigiua
hypothesis that the primary is ON and located close to tb the secondary nodes based on the observation vattor

: . . e denote byU; the individual decision made by thah
secondary nodes, i.e., ho spectrum hole exists, Fnds the . .
; . ; . temporal sensing secondary node, based on the observation
hypothesis that the primary is OFF or far away, i.e., a spettr .~ CorrespondinglylU = (U, : i € 7) denotes the vector of
hole exists. Thus, unddi;, a secondary node could reuse th 11 hard dgcisicl)n%ymad_e(bz ir:eesec):ondar nodeivin
frequency channel without causing interference to the grym Let y y '
system. Nodé € 7 performs temporal sensing by computing € pi(Y3)
an observatiorY;, obtained by subtracting an estimate of the Y;) £ (};)’
sum of the noise and interference power from the received Polts
power. ~ denote the likelihood ratio of the observation at nade
LetY = (Y; : ¢ € 7) denote the vector of observations at &, wherep,(-) and p;(-) denote, respectively, the posterior
given observation epoch. The hypothesis testing problem ddistributions under hypothesé®, and H;, respectively. Then
then be formulated as follows: the optimal decision at nodé can be represented d§ =
1 . where I, denotes the indicator function of the
Hy:Y ~N(al,= 4) “{nL®)>7) A g :
0 N ' ) “) set A. A secondary node decidd$, if U; = 1 and otherwise
Hy 2 Y ~ N(0,000), Q) decidesH,. The thresholdr is chosen to ensure that (6) is




satisfied. The fusion center makes a final decision based Bp is constant ovelV,, time slots, withNV,, being the number
the decision bit vectolJ. of transmitter-receiver pairs involved in communicatiomke
Under the so-calledounting rule, the final decision is made shadow fading is modeled by a lognormally distributed rando
by comparing the suny_, s U; to a decision threshold. If variable [13].
the sum) . 7 U; is greater than the threshold, the fusion When a temporal spectrum hole occurs, i.e., when the
center decidedd; and otherwise decide#,. The value of primary transmitter is OFF, a given secondary node can
this threshold is obtained through simulation [8]. When thgansmit with power up to a maximum levél,,. On the other
observations across all of the nodes are independent dwahd, when the primary transmitter is ON, the secondary node
identically distributed under both hypotheses, the cogntule can still transmit, but in this case, its transmit power Vi
detector is optimal, since the joint likelihood ratio of thiés is  limited to its MIFTP with respect to the primary transmitter
a function only type of the number of ones in the received bithe MIFTP estimated by the secondary node depends on the
vector U. The counting rule detector is also efficient whelocations of the secondary node and the primary transmitter
the correlations between the individual observatidfysare as well as the power of the primary transmitter. The spatial
relatively small. information associated with the primary transmitter must b
When the observations at the secondary nodes are comstimated during the ON state of the primary transmitter.
lated, the Linear Quadratic (LQ) detector yields a significaAt the same time, the spatial information concerning the
performance gain over the counting rule detector, whilk stprimary transmitter can be used to improve the performance
using only partial statistical knowledge about the cotexla of temporal sensing. The availability of more accurate iapat
decision variables [8]. The LQ detector is based on theformation can improve the accuracy of temporal sensing,
generalized signal-to-noise ratio or deflection criterion, and which in turn can improve the accuracy of the estimated
makes use of fourth-order statistics undfrand second order spatial information. The simulation results presented ée-S
statistics undef,. We consider a fusion rule based on a clagfon V demonstrate that a significant performance gain can
of LQ detectors that compare a linear quadratic function ot achieved by joint spatial-temporal sensing relativeuep
decision vector to a threshold. The optimal LQ detector #patial sensing and pure temporal sensing.
derived in [9] for an arbitrary noise probability distrilom
with finite fourth order moments. When the observations at . .
the secondary nodes are correlated, the LQ detector pmvi%e Node Selection for Temporal Sensing
a simple fusion rule that yields significant performancengai In joint spatial-temporal sensing, the secondary nodes col
over the Counting Rule while still using only partial stéitial laboratively perform both spatial and temporal sensinge Th

knowledge about the correlated decision variables [8]. primary transmitter parameters estimated via spatialisgns
are used to improve the accuracy of temporal sensing. Using
I11. JOINT SPATIAL-TEMPORAL SPECTRUM SENSING the estimated location of the primary transmitter, the dasi

enter for detecting temporal spectrum holes can inteitige

The basic idea of joint spatial-temporal sensing as follows .
A group of secondary nodes cooperatively localizes the pﬁboose a subset of the observation data from the secondary

mary transmitter, e.g., using signal Strength observat[d:]l nodes so as to optimize detection performance. We propose

Concurrently, a (possibly different) set of secondary mdéwo criteria for node selection: (1) minimum distance frdm t

performs temporal spectrum sensing using knowledge of Remary tr_ansmltter, (2) minimum correlation values betwe
estimated location and transmit power of the primary tran82rS of signal strength observations. . .
mitter from the spatial sensing process. By performing both Let 7 denqte the set of sgcondary nodes '“V‘?'V‘?O.' n
spatial and temporal sensing, a group of secondary nod g]pqral SEnsing. Trlen tf:e fusion center fuses the indiVidu
acquires sufficient knowledge to exploit the presence ol bo ecisions from th? best” subsef of T' nodes from the
spatial and temporal spectrum holes. In the remainder ef thi . — 7] nodes in the se b?‘sed on one of the two
section, we discuss a model for joint spatial-temporal isgns criteria. WE?‘ assume that the fusion center has kn_owledge of
a heuristic for intelligently node selection for temporahsing, the approximate locations of the nodesn In practice, the

and capaciy expressions for the temporal sensing, spallgh BT, T SRR SRERES U SR SO
sensing, and joint spatial-temporal sensing schemes. 9 '

updates would be much larger than that of decision-making
for temporal spectrum holes. With knowledge of the location
A. Model of the nodes in7, the fusion center can achieve the first
When the primary transmitter is ON, transmitigransmits  criterion straightforwardly: Simply I be a subset consisting
with power equal to its estimated maximum interference-frof the T' secondary nodes ifi that are closest to the primary
transmit poweIFTP;. Otherwise, when it is OFF, a giventransmitterp.
secondary user can transmit with power up to a maximum levelThe second criterion is generally more difficult to achieve.
P,,. We assume that the secondary users can coordinate amalgprithm 1 is a heuristic that attempts to choose a subset of
themselves by means of a suitable medium access controtes such that pairs of observations from these nodes have
(MAC) protocol. Secondary receivers are affected by bo#mall correlations (cf. [1]). The heuristic initializes to be
large-scale and small-scale fading. The small-scale ¢adin the entire setZ and then successively removes nodes from
modeled as Rayleigh block fading where the fading coefftciedf until |T| — T. At each step, the node chosen for removal



from 7 is chosen by first finding the pain, b) of nodes in7  the fusion center correctly decides that the primary tratiem
that are closest to each other. Theor b is removed fromZ  is OFF given that it is in fact in the OFF state. If the primary
according as: or b is farther from the primary transmitter, transmitter is OFF and the fusion center makes a correct
respectively. The heuristic of Algorithm 1 is applied in theletection decision, then secondary nadean transmit with

simulation results discussed in Section V-B. power up to a maximum leveP,,. Hence, the achievable
capacity under pure temporal sensing for itte transmitter-
Algorithm 1 Node selection heuristic for Criterion 2. receiver pair is given by
1 Input: 7, T, d;;, (¢,7) € T U{p}; Output: T y —-n
s pg e GO ETREONR Cri=pnpas-E flog, (1422 LW )|
qa | ~ 0
3: while |7| > T do @)
4. (a,b) « argming ;7 di; _ )
5. if do, < dy, then Hence, the average capacity of pure temporal sensing scheme
6: T T-{b) can be expressed &r = - >, Cri.
7 else In joint spatial-temporal sensing, a given secondary node
8: T T_ {a} achieves the temporal sensing capacity ; plus additional
o end if capacity due to spatial sensing when the primary transmitte
10: end while is in the ON state. By combining (7) and (8), we can obtain
the achievable capacity of joint spatial-temporal sensisg
follows:
C. Achievable capacity Cst,i = Cri + [Poft (1 — pa) + Pon(1 — £)|Csi,  (9)

Next, we consider the achievable capacity of the proposedhere « is the probability of temporal interference with the
joint spatial-temporal sensing scheme relative to thatusep primary transmitter (cf. (6)). Here, we note that there is no
temporal sensing and pure spatial sensing. We adopt #patial capacity gain when the secondary node collides tem-
narrowband spatial capacity model in [14] with the additidn porally with the primary transmitter, i.e., when the secanyd
shadow fading. Assume thaf, pairs of secondary transmit-node decides that a temporal hole is present even though the
ters and receivers are placed within a circular region cedte primary transmitter is actually in the ON state. The average
at the primary transmitter with radius equal®o The location capacity under joint spatial-temporal sensing is thenrgivg
of receiveri is assumed to be uniformly distributed over &'st = 1% Zﬁiﬁ Csr,i-
circular strip bounded by two concentric circles centered a
transmitters, of radius dp,;, and radiusdp,.x, respectively. p overhead

Under this assumption, the distance; has the following pdf The overhead of joint spatial-temporal sensing compared to

(cf. [14]): pure temporal sensing consists of the additional commurtati
fp,.(d) = 2d d € [dnin, dnax] carried out by the fusion center to select the subset of teahpo
ii - ) mins, Ymax|s . . .
A2 e — A2 sensing nodes. After the subset of temporal sensing nodes is
i = 1,...,N,. In [14], the number of transmitter-receiverd€termined by the fusion center, this set will remain ungeain

pairs, N,,, is assumed to be a Poisson random variable geptil the fusion center selects a new subset. In general, the
for the pUrposes of this discussion we will assume tiatis fusion center selects a new subset of temporal sensing nodes
constant. We further assume a time division multiple acce&§en the location of the primary transmitter changes. We

(TDMA) model wherein each frame contairé, time slots asSsume that the time scale over which the primary tranamitte
that are scheduled for user transmissions. changes its location is much larger than the time scale of its

Under pure spatial sensing, transmitiecan transmit to ON/OFF durations. Under this assumption, the extra overhea

receiveri with power level MIFTP;. Hence, the achievable of joint spatial-temporal sensing compared to temporasisgn

capacity for theith transmitter-receiver pair is given by is not significant in practice. Compared to pure spatialisens
the overhead of joint spatial-temporal sensing consisthef

Os_i:BE{logg (1+ MIFTPi(Dii/dO)nWmMz)} , (7) overhead of the temporal sensing process. The optimalwesig
’ NoB of the temporal sensing duration and the associated thpatigh
where the expectatiorEZ[-] is taken with respect to the Of & cognitive radio has been studied in [15].
transmitter-receiver distande;;, the shadowing nois&” and

fading coefficientdd;;. As in [14], we assume that the channel V. TEMPORAL SENSING WITH MULT-BIT FEEDBACK

gain between transmittgrand receiverj is normalized, i.e., In the counting rule and LQ detectors, all the temporal
E{|H|} = 1. Therefore, the average capacity under puknsing nodes send only a one-bit decision to the fusiorecent
spatial sensing is given by/'s = Ni Ef\’;l Cs.;. which fuses all the local hard decisions to arrive at a final

Let pon and p.g denote the probability that the primarydecision. We propose an-bit feedback approach for counting
transmitter is ON and the probability that it is OFF, respecule detector, whereby each node divides its observatigiome
tively. Let p; = P1(6 = H;) denote the probability of correctinto 2™ quantization levels and sends an-bit decision to
detection of a temporal spectrum hole, i.e., the probghitiat fusion center.



A. Centralized Detector

In centralized detection, a subs®t of secondary nodes
sends a set of soft observatiolis, ¢« = 1,2,...,|7]| to the
fusion center, where a joint likelihood ratio test on theirent

vectorY is performed. The posterior pdfs are given by Temporal
1 sensing fodes
_ —iy-a)' T (y-a) Primary \
fY (Y|H0) (27T)n/2 det(21/2) e ? ’ (10) transmitta\ \
1 7! —y? (500#m, 500 0m) / "
Hy) = ——+ L 11 m,

wherex* denotes the complex conjugate transpose of vector
x. Combining (10) and (11) we obtain the joint log likelihood
ratio of the received vector at the fusion center as follows:
7| o
(y—a)E (y—a)

2
_ 1/2y _ Yi
In L(y) —ln(det > ) — 208 + 2 ’ Fig. 1. Generation of secondary node locations.
1=

(12)
The fusion center compares the received log likelihoodrati, = ¢, and ty—1 = ty. At the fusion center, the decision is

with a threshold. The threshold is determined such that thgade by comparing the sum of all received observations to a
false alarm probability is below a predetermined constant thresholdr:

. T
B. Multi-level quantization 5 = { Ho, if Z%:l 0 <, (16)
At nodei, the log-likelihood ratialn L(Y;) of the observa- Hy, if 300>
tion Y; is computed. The decision rule at each node is specifiedSince the detection metric is discrete-valuehdomization
as follows: may be required to achieve equality in the interference prob
0, If mL(Y;) <t ability constraint [12].Randomization for the counting rule
U= 6;, ift;<InL(Y;) <ty (13) detector can be implemented by finding two thresholds
11 if II’IL(Y;,> Z tu7 T = max{y . P0(6 — H1|T — V) < K/}, (17)
where( < ¢; < 1 and the regior(t;,t,) is called the region 7 = min{v : Po(§ = Hy|r = v) > Kk} (18)

of no confidence. If the log-likelihood ratio of nodefalls
into this region, it transmits a soft decisidh to the fusion wherex is a threshold that limits the probability of interference
center. The other two complementary regions(tgt,) are for temporal sensing (cf. (6)). Lefy; and P> denote the
called confidence regions_ For a given nad¢éhe value of interference probabilities obtained when using thresh@[d
9, is quantized using a scalar quantiz8f, which maps the andrs, respectively. The thresholds andr, are chosen with
input variables; belonging to the intervdD, 1] into the output Probabilities1 — p andp, respectively, where
variabled;;, j = 1,2,...,qwheref;; = 0if In L(Y;) < ¢, and Kk — P
0;q = 1if In L(Y;) > t,.. The number of quantization levelg, r= Po— Py (19)
is constrained by the communication rate of the chanRgl, . N .
ieT. ffm;is thgnumber of assigned bits, the communicatioEhe average interference probability is then given by
rate satisfie® < 2™ < R;, i € 7. Kk =pPo+ (1 —p)Py. (20)
We consider a uniform quantizer [16] that divides the clos
interval [0, 1] into ¢ quantization levels, wher8 and 1 are
two of the levels. Hence, the open intervi@l 1) is divided
into ¢ — 2 quantization levels with uniform step sizge =
1/(g—2). If the value of the log-likelihood function falls within
the jth quantization intervalj(= 2,3, ..., ¢—1) the quantized
value is taken to be the middle of that interval. The transfer
characteristic function of the quantizer can be specified as

9,’1 = O, if In L(}/L) S t17
0; = eijv if tj—l <1HL()/1')<tj, 71=2,...,9q—1,
giq = ].7 if In L(Y;) Z tqfl,

%hen the observations are independent or the correlations
between observations are small, the counting rule in (16)is
timum or near-optimum [16]. However, when the correlations
among the observations are high, the counting rule detector
(16) performs poorly.

V. NUMERICAL RESULTS

In this section, we compare the performance gain of the
joint spatial-temporal sensing scheme with a pure temoral
spatial sensing schemes via simulation in various scendrio
all scenarios, we assume that the transmit powgr,of the

(14) primary transmitter is unknown. Under joint spatial-temglo
where sensing, the secondary nodes collaboratively estimate 4ot
25 —1 . i i i i
0, 2 ( J )7/)7 i=1,2,... T, j=23,....q (15 and the Iocatlgn of the primary trapsmlttt_ar. The f(_)llowmg
2 parameter settings are used in our simulation experiments:
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Fig. 2. Spatial-temporal sensing vs. temporal sensing with 0.6.

Fig. 3. Achievable capacity gain of joint spatial-temporahsing, spatial
) sensing, and temporal sensing wjh= 0.6.
o Tmin = —30 dBM, ipax = —80 dBmM, €,y = 0.01 and

€cov = 0.05;
. = 4 dB , s, = 80 dBm, path loss factorn = 3, _ )

o as P fixed locations are(0,0), (0,1), (0,2), (1,0), (2,0), (1,1),
.o =21 dB 4 =34d8B . (1,2), (2,1), and (2,2). This placement of the nine nodes

d’s the same as that used in [8]. The remaining 9 nodes are
placed inside the square randomly according to a uniform
distribution, i.e., the x and y coordinates for each of these
o do =1M, 7y =10 M, 7yax = 100 M, Ny, = 50; nodes are drawn randomly from a uniform distribution on
« Py =90 dBm, poi = pon = 0.5 and B =1 Hz. [0,2]. Because the nodes inside the square have different
The primary transmitter is located &t, = (5,5) km. Al SNRs and the correlatiop is relatively large, the fusion
secondary nodes are located in a disk of radius 100 km.  center chooses the decisions from the nine nodes closest to
The MIFTP values of the secondary nodes range from zerott primary transmitter based on its estimated location.
60 dBm. The reference distance for temporal sensing nodeq:ig_ 2 compares the detection performance of several tem-
may be different from the reference distance in the disk C€flz 5 spectrum sensing schemes in this scenario. In both
tered atL,, with radius ? because the temporal sensing nodggy res " the horizontal axis shows the probability of inter-
are located very far from the primary transmitter, i.e., ‘meference,Po((S — H,). In Fig. 2, the performance of a

the received SNR = 0 dB. As shown in Fig. 1, the locationgngje sensor is shown as the solid line. The performance of
of |S| = 20 secondary nodes for spatial spectrum sensing e temporal sensing under the counting rule and the LQ
are generated randomly with uniform distribution inside thyaiactors are shown with circles and diamonds, respegtivel
circle_ centered ak,, with radiu_s e_qual t@ger (a)- Al_l temporal The LQ detector is seen to clearly outperform the counting
sensing nodes are placed inside a square with the smaljegt \yhich confirms the results in [8]. Performance cunaes f
possible mean receiveNR = 0 dB. For the simulation ;,int gpatial-temporal sensing using the counting rule bed

results shown in Figs. 2-12, 95% confidence intervals Wefoctors are shown with triangles and squares, resplgctive

computed, but they are omitted from the figures to maintaif,o spatial-temporal sensing scheme is carried out using

In the simulation experiments for achievable capacity,i-ad
tional parameter settings are given as follows:

visual clarity of the plots. criterion 1 (see Section II1). We see that the spatial-teralpo
LQ detector has the best performance over all valuds 6f =
A. High correlation scenario H,). We also observe that the spatial-temporal counting rule

In the first scenario, we assume the suburban environmégtector performs worse than the temporal LQ detectors when
correlation model in [17] withd, = 1 m, correlation coeffi- £o(0 = Hi) is small and better wheR, (6 = H, ) is larger; the
cientp = 0.6, and correlation distanc®, = 250 m. We place Crossover point is approximately005. Fig. 2 clearly shows
18 temporal sensing nodes inside the square area indicated benefit of incorporating spatial information into temrgio
Fig. 1 with edge length equal tb./2 = 125 m. Out of the SPectrum sensing.

18 nodes, nine are placed in fixed locations along the edged=ig. 3 compares the average capacity of joint spatial-
of the square, with even spacing. In particular, assume themporal sensing vs. pure temporal and pure spatial sensing
the bottom left corner of the square has coordinéfes) and Clearly, the capacity achieved by the joint spatial-terapor

the length of an edge i8. Then the coordinates of the ninescheme is significantly higher then that of the other schemes
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Fig. 5. Joint spatial-temporal sensing with different nodkestion criteria,
p=0.3.

In this figure, two performance curves associated with pure
spatial sensing are shown. The curve labelled “spatialisghs - -

. — Spatial sensing
corresponds to the performance .of a pure spaua! sens 4| o LQ detector (criterion 2)
sgheme when the primary transm|tter' is ON at qll t|mes. \ 4~ Counting rule (criterion 2)
this case, the secondary cannot benefit from the time irgerv —&—LQ detector (criterion 1)
during which the primary transmitter may be OFF. The cun og
labelled “spatial sensing 2" shows the performance of a pu3%
spatial sensing scheme operating in the presence of a grim%
transmitter that follows an ON-OFF pattern, but no addaion 3 o6
temporal sensing information is employed. In this case, tI5
MIFTP calculated by the secondary node varies over tin&
due to the ON-OFF pattern of the primary transmitter, big 0.4}
the MIFTP cannot be determined accurately because sig%
strength measurements are taken by the secondary node®
gardless of whether the primary transmitter is ON or OF ¢l i
As a result, the MIFTP computed by a pure spatial sensi
scheme at a given time may underestimate or overestim
the permissible transmit power. The latter case may res ¢ w w w w w w w w
. . . . 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
in harmful interference to primary users, while the forme Probability of interference P, (3= H,) -
case may result in inefficient spectrum use. We observe from
Fig. 3 that the capacity performance of “spatial sensing 2ig. 6. Achievable capacity gain of joint spatial-temporahsing,p = 0.3
is significantly poorer than that of the joint temporal-splat
sensing schemes, though slightly better than that of “spati

sensing.” Note that the LQ-based detectors perform bétear t cjterion 1: (2) Counting rule detector under criterion 3) (

the counting rule based detectors, which one would expeet, d ¢ detector under criterion 2; (4) Counting rule detectodem
to the relatively high correlation in this scenario. criterion 2.

—e— Counting rule (criterion 1)

_ ) In this scenario, the heuristic given as Algorithm 1 in
B. Moderate correlation scenario Section Il is used to implement criterion 2 approximately.
In the second simulation scenario, we sigt = 100 m, Fig. 4 shows that the heuristic succeeds in reducing thegeer
p = 0.3, correlation distancé. = 300 m. All nodes in7  correlation between two nodes. As expected, the reduction i
have almost the same received SNR. In this scenario, we haverage correlation improves as the total number of seecgnda
|7'] = 18 total nodes for temporal sensing, which are locatetbdes increases. From Fig. 5, we observe that when the
randomly in the square shown in Fig. 1 according to a uniforoorrelation is small and the received SNRs are similarebett
distribution. A subset7 of T' = 9 nodes is chosen from theperformance is achieved with criterion 2, i.e., the nodes ar
original set7 according to one of the two criteria discussed iselected using Algorithm 1. Under criterion 2, the counting
Section Ill. Fig. 5 compares the performance of the follayvinrule detector outperforms the LQ detector because cnte2io
four joint spatial-temporal detectors: (1) LQ detector @nd achieves low correlation among the observations, and when
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the correlation is small the counting rule detector ouiprents

the LQ detector according to [8]. However, under criterigon 1
the LQ detector still outperforms the counting rule detectc
because the correlation remains relatively high. In Fig. ¢
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compared with that of a pure spatial sensing scheme. It can 5 Z ©
seen that the use of criterion 2 achieves the largest cgpac 01 o ° 0 i
gain over spatial sensing. 2

In Fig. 7, we compare the performance of Algorithm 1: SR - BN 8
relative to an optimal selection of nodes. The optimal nod a O

robablllty of detecting spectral holes P1(6

0

set is found through simulation bP/ searching over all pdesib o
node combinations. There ar(c% possible combinations,

where 7 is the set of all nodes in the square area &nd

is the selected subset. In our simulations, We"g’¢t_ 9 and Fig. 9. Performance of multi-level quantization vs. otherdhdecision
|| = 5. It can be seen that the performance of achieved Btection rulesp = 0.6.

Algorithm 1 is quite close to that of an optimum node selettio

strategy. We remark that finding the optimum node subset is

impractical when the number of comblnatlodg| is large. rule based detection schemes.
In Fig. 10, we compare the performance of the pure tempo-

ral LQ detector, the pure temporal counting rule detectod, a

C. Multi-bit feedback scheme pure temporal and joint spatial-temporal sensing with mult

In Fig. 8, we compare the performance of multi-bit countintgvel guantization ¢ = 2). The correlation parameters are
rule temporal sensing in terms of detection probability arget as follows:p = 0.3, dy = 100 m, D, = 300 m. A
capacity vs. single-bit temporal sensing in a low correfati total of |7| = 18 nodes perform temporal sensing and are
scenario withp = 0.2. In this scenario, 9 nodes are uniformlylocated randomly in the square shown in Fig. 1 according to a
distributed over the coverage area. In a region where the cgniform distribution. A subset7, of 9 nodes is chosen from
relation is low, the multi-bit scheme significantly outperhs the original se” using Algorithm 1, which seeks to minimize
the counting rule detector. However, when the correlatidhe correlation between nodes. In Fig. 11, we compare the
parameter is high, the multi-bit scheme does not perforéapacity of the joint spatial-temporal sensing scheme &ith
well, as shown in Fig. 9. This is because the detection ru feedback vs. pure temporal and spatial sensing. We see
at the fusion center is based on the counting rule, whi¢hat the capacity achieved by joint spatial-temporal seng
performs well only when the correlation is small. The resulsignificant higher than that of the pure temporal and spatial
of Fig. 9 also confirm that in a region with high correlatidmgt sensing schemes.
performance of the LQ detector is higher than that of cogntin Fig. 12, shows the performance of the LQ detector, counting

. . . . . . . . .
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
Probability of interference P0(5 = Hl) -
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rule detector, and multi-bit counting rule detector with= 2
andm = 4 as a function of the correlation paramegeand
the interference probability constraify(d = H;) = 0.003.
Again, the LQ detector has the best performance whés
large while the counting rule detector and multi-level cingp
rule detector perform well whep is small. When the corre- as to whether the primary is ON or OFF. Three distributed
lation is high, increasing the number of bits for multi-level
feedback system does not improve the system performamgg detector, linear quadratic detector and counting with

appreciably.

10
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Fig. 12. Comparison of performance of LQ, Counting Rule and imult

bit feedback detectors as functions of correlation parameteith Py (6 =
H;) = 0.003.

of p. This can be explained in terms of two different features
that can be exploited in the hypothesis testing problemrgive
by (4) and (5). When the correlation parameteis small,

the two hypotheses are distinguishable mainly by the mean
values of the observations. In this case, the counting rased
detectors are expected to perform well. On the other hand,
whenp is larger, the two hypotheses are more distinguishable
in terms of second-order statistics, which the counting rul
fails to capture. On the other hand, the LQ and centralized
detectors exploit both features; hence, as we observe in the
results, the performance curves first decrease and theraser
asp increases.

VI. CONCLUSION

We proposed a joint spatial-temporal sensing scheme for op-
portunistic spectrum sharing in cognitive radio networkise
system model consists of a primary transmitter with unknown
location and transmit power, which alternates between QN an
OFF states, with respect to a given frequency channel. Spa-
tial spectrum sensing is employed to estimate the maximum
interference-free transmit power for a secondary nodenduri
an ON period. Estimates of the primary transmitter’s lawati
and transmit power obtained in the course of spatial sensing
are used by a fusion center to select a subset of the secondary
nodes to make a temporal sensing decision, i.e., a decision

temporal sensing algorithms were considered: the counting

multi-bit feedback. By incorporating spatial informatjonwe

Note that the performance curves for the counting rulEbtained joint spatial-temporal versions of these detscite
based detectors decrease monotonically as functions of theived the achievable capacity for pure temporal senpimgg
correlation parametep. On the other hand the performancepatial sensing, and joint spatial-temporal sensing.

curves for the LQ detector and the centralized detector@me n

Our simulation results show that joint spatial-temporalsse

monotonic: they first decrease and then increase as fusctiamg significantly outperform pure temporal sensing in terms



of probability of spectrum hole detection and capacity gair
In this paper, we assumed only a single primary transmitt
on a given frequency channel. In ongoing work, we art

investigating joint spatial-temporal sensing in the pneseof
multiple cochannel transmitters.
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