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Abstract—We develop a computationally efficient online parameter estimation algorithm for temporal spectrum sensing of a cognitive radio channel using a hidden bivariate Markov model. The online estimator is based on a block-recursive parameter estimation algorithm developed by Rydén for hidden Markov models. This approach requires the score function only. We develop an efficient method to compute the score function recursively and extend Rydén’s approach to hidden bivariate Markov models. The advantage of the hidden bivariate Markov model over the hidden Markov model is its ability to characterize non-geometric state sojourn time distributions, which can be crucial in spectrum sensing. Based on the hidden bivariate Markov model, an estimate of the future state of the primary user can be obtained, which can be used to reduce harmful interference and improve channel utilization. Moreover, the online estimator can adapt to changes in the statistical characteristics of the primary user. We present numerical results that demonstrate the performance of temporal spectrum sensing using the proposed online parameter estimator.
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I. INTRODUCTION

Radio spectrum has become an increasingly scarce communication resource due to the explosive development of wireless technologies. At the same time, spectrum measurement studies have shown that significant portions of the wireless spectrum are highly underutilized [8]. Cognitive radio enables secondary (unlicensed) users to utilize spectrum holes of primary (licensed) users, either because the primary user (PU) is idle or because the PU’s location is sufficiently far from the secondary user (SU). In the first scenario, the SU performs temporal spectrum sensing in order to detect idle periods of the PU. In the second scenario, the SU determines the maximum transmission power that can be used in a given frequency band without causing harmful interference to PUs [16], [19], [27].

We focus here on temporal spectrum sensing for a narrowband channel. In this scenario, the PU’s transmitter alternates between an active state, in which it transmits a signal onto the channel, and an idle state. A cognitive radio senses the channel by monitoring the received signal and inferring the active or idle state of the PU. Various approaches to spectrum sensing have been proposed in the literature, including matched filter detection, energy detection, and cyclostationary feature detection (cf. [24]). The matched filter detector requires prior knowledge of the modulation scheme used by the PU. Cyclostationary feature detectors perform much better under low SNR conditions, but are more computationally demanding and typically require long sensing intervals.

None of the aforementioned approaches to spectrum sensing provides the capability of forecasting the future state of the PU. By anticipating in advance that the PU will change from the idle to the active state, a cognitive radio could vacate the channel well before such an event occurred, thereby reducing the potential interference to the PU. In [24], an approach to model-based temporal spectrum sensing was proposed based on a hidden bivariate Markov model (HBMM). In this context, the HBMM consists of an underlying bivariate Markov chain, which models the state sequence of the PU (i.e., active or idle), together with an observation model, which characterizes the lognormal shadow fading of the channel between the PU and the cognitive radio. Forward recursions developed in [24] are used to compute estimates of the current state of the PU, as well as predicted estimates of futures states. The HBMM is closely related to the more familiar hidden Markov model (HMM) (cf. [7]). A key benefit of the HBMM for the spectrum sensing application is that the sojourn times of the PU in the active and idle states could be modeled by discrete phase-type distributions, whereas in an HMM the model for sojourn times is limited to geometric distributions. The ability of the HBMM to characterize general state sojourn times is important for accurate prediction of the future state of a PU.

In the temporal spectrum sensing scheme proposed in [24], the Baum algorithm [2] is applied to training data to estimate the HBMM parameter. The HBMM parameter estimate is then used to perform state estimation and prediction via forward recursions. This approach was shown to perform well on real spectrum measurement data with respect to estimation and prediction error probabilities. Due to the offline nature of the Baum algorithm, however, it cannot adapt to changes over time in the wireless channel or in the underlying statistics of the PU transmission pattern.

In this paper, we develop an online parameter estimation scheme for the HBMM and apply it to temporal spectrum sensing. The estimation and prediction accuracy of this scheme is comparable to that of the offline Baum-based parameter estimator in [24]. Since the estimator is recursive, it is able to adapt to slow changes in the statistical behavior of the PU’s transmission pattern. The operational assumption here is that the state sequence representing the PU active/idle intervals is quasi-stationary. That is, the sequence may be conceptually...
divided into segments such that each segment is drawn from a possibly different stationary sequence. The proposed online HBMM parameter estimator is based on a block-recursive parameter estimation scheme originally developed by Rydén for HMMs [25]. We adopt a method due to Willy et al. [32] to estimate the score function of the HBMM. Together with the state estimation and prediction recursions presented in [24], the HBMM parameter estimator forms the basis for a fully online scheme for temporal spectrum sensing.

Much of the prior work on model-based temporal spectrum sensing relies on the more traditional univariate Markov chain, either in discrete-time or continuous-time, to model the PU. Several papers have used the standard HMM to jointly model the PU state and the effect of the channel. A recent paper by Li et al. [17], develops a sequential particle filtering approach for joint estimation of the current state of the PU and of the channel. In [17], a two-state discrete-time Markov chain model for the PU is assumed and the channel is modeled by a finite state Markov chain to characterize time-variant small-scale fading. Empirical results presented in [9], [24] provide evidence of the non-geometric nature of the active and idle periods of a PU. In [9], a continuous-time semi-Markov process was proposed as a model for the PU. Unlike the hidden semi-Markov model [33], the HBMM does not require explicit specification or estimation of the state sojourn time distributions. We mention that the HBMM and related models have been applied in other applications, such as unsupervised image segmentation (see, e.g., [14]).

The remainder of the paper is organized as follows. In Section II temporal spectrum sensing based on the HBMM is discussed. In Section III we develop an online parameter estimation algorithm for HBMMs and discuss its application to spectrum sensing. In Section IV we present numerical results to demonstrate the performance of the proposed online spectrum sensing scheme. In Section V we provide some concluding remarks.

II. SPECTRUM SENSING BASED ON A HIDDEN BIVARIATE MARKOV MODEL

In this section, we briefly review the framework for spectrum sensing proposed in [24], focusing on the role of the HBMM and estimation of the HBMM parameter.

A. System model

The PU alternates between an active state, in which a signal of fixed output power is transmitted over a narrowband channel and an idle state, in which no signal is transmitted. The wireless propagation environment is assumed to be governed by a standard path loss with lognormal shadowing model. For a receiver at a distance $\delta$ from the PU, the overall log-distance path loss with shadowing, measured in dB, is given by [20, pp. 40-41]

$$L_p(\delta) = \bar{L}_p(\delta_0) + 10\kappa \log_{10} \left( \frac{\delta}{\delta_0} \right) + \epsilon_{dB}, \quad \delta \geq \delta_0,$$  \hspace{1cm} (1)

where $\delta_0$ denotes the close-in reference distance, $\bar{L}_p(\delta_0)$ is the average log-distance path loss at the reference distance $\delta_0$, $\kappa$ is the path loss exponent, and $\epsilon_{dB}$ is the shadowing noise, which is assumed to be a Gaussian random variable with zero mean and variance $\sigma^2_\epsilon$. We ignore fast fading since it can be reduced effectively by an averaging filter (cf. [18]).

We shall assume a discrete-time model. Let $Y_k$ denote the received signal power at time $k$ from the PU, measured in units of dBm, by the cognitive radio. Let $X_k$ denote the transmission state of the PU at time $k$. We use $X_k = 1$ to signify the idle state, i.e., no transmission by the PU and $X_k = 2$ to indicate the active state, i.e., transmission by the PU. Under the path loss model in (1), $Y_k$ depends on $X_k$ as follows:

$$Y_k = \begin{cases} \mu_1 + \epsilon_{1, dB} & X_k = 1, \\ \mu_2 + \epsilon_{2, dB} & X_k = 2, \end{cases}$$  \hspace{1cm} (2)

where $\mu_a$ represents the mean received signal power in dBm and $\epsilon_{a, dB}$ is a zero-mean Gaussian random variable with variance $\sigma^2_{\epsilon_a}$ representing the associated shadowing noise, when the transmission state of the PU is $a \in \{1, 2\}$. The signal power $\mu_a$ results from the transmit power in state $a$ and the path loss from transmitter to receiver, as expressed in the deterministic part of (1).

Typically, the sequence $Y$ of received signal powers undergoes pre-processing at the front-end of the receiver. For example, usually some form of averaging is applied to the received signal power samples to diminish the effect of fast fading in the wireless propagation environment (cf. [18]). After applying averaging, the front-end becomes essentially the same as that of a classical energy detector. With a slight abuse of notation, we shall refer to the output of the receiver front-end as $Y = \{Y_k\}_{k=1}^{\infty}$. In this case, the form of relation (2) remains valid, i.e., $Y$ is conditionally Gaussian given $X$.

B. Hidden bivariate Markov model

In the literature on spectrum sensing, the PU state sequence $X$ is commonly assumed to be a Markov chain (cf. [1], [9]–[11], [23], [28]). In this case, the joint process $(Y, X)$ is an HMM (see, e.g., [7] for a review of HMMs). HMMs have been applied as models for a cognitive radio channel in several papers, e.g., [1], [11], [23], [28]. A limitation of the HMM, however, is that the Markov assumption on the state sequence $X$ restricts the sojourn time in a given state to be geometrically distributed. On the other hand, empirical studies have shown that the state sojourn time distributions are often not adequately characterized by geometric distributions. For example, in [9], a continuous-time semi-Markov process was proposed as a model for the state process, while in [29], source traffic models with lognormal and extreme value sojourn time distributions were studied.

The HBMM adopted in this paper is a trivariate process $(Y, X, S)$, where $Y$ denotes an observable process with continuous alphabet and the underlying sequence, $Z = (X, S)$, is a finite state bivariate Markov chain. In this setup, the auxiliary process $S$, together with the PU state process $X$, form a Markov chain, such that $X$ alone is not Markov, and consequently, its sojourn time in each state has a phase-type distribution. Such distribution is far more general than the geometric distribution of the HMM, as we elaborate below.
For a general HBMM, we denote the state-space of $X$ by $\mathbb{X} = \{1, \ldots, d\}$ and the state-space of $S$ by $\mathbb{S} = \{1, \ldots, r\}$. The state-space of $Z$ is given by $\mathbb{Z} = \mathbb{X} \times \mathbb{S}$. The processes $Y$ and $S$ are assumed to be conditionally independent given $X$. In addition, $Y$ given $X$ is a sequence of independent, identically distributed (iid) random variables.

Let $f(y; \theta_a)$ denote the conditional density of $Y_k$ given $X_k = a$, where $\theta_a$ is a parameter depending on $a \in \mathbb{X}$. In the spectrum sensing application, the form of $f(y; \theta_a)$ depends on the particular channel model and receiver front-end assumed. Under the setup of (2), $f(y; \theta_a)$ is a Gaussian density and in this case, we set $\theta_a = (\mu_a, \sigma_a)$, where $\mu_a$ and $\sigma_a$ denote the mean and standard deviation in state $a$. The $d$-tuple $\theta = (\theta_a : a \in \mathbb{X})$ specifies the conditional Gaussian parameters of the HBMM. Different channel models and receiver front-ends could be accommodated within the HBMM framework by modifying the form of $f(y; \theta_a)$ appropriately. We remark that the assumption that $Y$ is conditionally independent given $X$ could be relaxed by characterizing the observable process as a vector process $Y = \{Y_n\}$, where the random vector $Y_n$ captures correlations among consecutive components of the process $Y$. For example, to capture pairwise correlations in the observable process, one could define $Y_n = (Y_{2n-1}, Y_{2n})$, $n = 1, 2, \ldots$. Nevertheless, the simple Gaussian-based HBMM was found to be quite accurate in modeling real spectrum measurement data [22, 24].

Let $P$ denote the underlying probability measure. The initial distribution of the bivariate Markov chain $Z$ is denoted by the $1 \times d$ row vector $\pi = [\pi(a,i) : (a,i) \in \mathbb{Z}]$, where $\pi(a,i) = P(Z_1 = (a,i))$, and lexicographic ordering of the bivariate states is assumed. The transition probability matrix of $Z$ is given by the block matrix $G = [G_{a,b} : a, b \in \mathbb{X}]$, where $G_{a,b} = [G_{a,b}(i,j) : i, j \in \mathbb{S}]$ is an $r \times r$ matrix. We assume that the matrices $G$ and $G_{a,a}$, $a \in \mathbb{X}$, are irreducible and that the diagonal elements of $G$ are positive.

Statistical properties of discrete-time bivariate Markov chains are discussed in [24, 30 Chapter 8]. In particular, the sojourn time of the process $X$ in each state $a \in \mathbb{X}$ has a discrete-time phase-type distribution. Suppose that $X$ jumps at some time $k$. Let $\zeta_a$ denote the conditional distribution of $S_k$ given that $X_k = a$. Then the probability mass function of the sojourn time of $X$ in state $a$ is given by

$$p(t | a) = \zeta_a G_{aa}^{t-1}(I - G_{aa})1, \quad t = 1, 2, \ldots, \tag{3}$$

where $1$ denotes a column vector of all ones and $I$ denotes an identity matrix of a given dimension. This is a discrete phase-type distribution with parameter $\zeta_a, G_{aa}$ [21] p. 46]. The family of phase-type distributions is dense in the set of distributions on $\{0, 1, 2, \ldots\}$ [15] p. 54] and includes convolutions as well as mixtures of geometric distributions. Thus, a phase-type distribution can approximate any given state sojourn time distribution arbitrarily closely. Increasing the number of states of the process $S$ allows more degrees of freedom in the phase-type sojourn time distribution.

The parameter of the HBMM is specified by $\phi = (\pi, \theta, G)$. We note that the number of elements in the parameter $\phi$ could be reduced, since each row of $G$ sums to one. However, there is a practical benefit to retaining the entire matrix $G$ as part of the HBMM parameter (see Section IV-A). When an HMM $(Y, X)$ is used instead of the HBMM, $Y$ given $X$ is assumed to have the same distribution as in the HBMM. The initial distribution is given by the $1 \times d$ vector $\pi = [\pi_a : a \in \mathbb{X}]$ with $\pi_a = P(X_1 = a)$, and the transition matrix $G$ is given by $G = [g_{a,b} : a, b \in \mathbb{X}]$, where $g_{a,b} = P(X_2 = b | X_1 = a)$. Clearly, the HMM parameter represents a special HBMM for which $r = 1$.

C. State and parameter estimation

In the spectrum sensing approach developed in [24], a training sequence of signal strength measurements from a cognitive radio channel is used to estimate the parameter of an HBMM in the maximum likelihood sense using a batch expectation-maximization algorithm [3], which is essentially the Baum algorithm [2]. The Baum algorithm involves both forward and backward recursions and iterates over a given sequence of observations. Given an HBMM parameter estimate, $\hat{\phi}$, forward recursions can be used to estimate the current state and predict a future state of the PU, given the current and past observation data. In Section III, we develop a block-recursive online algorithm, which updates the HBMM parameter estimate after every $m$ samples, where $m$ denotes the block size. To perform state estimation and prediction in conjunction with the online parameter estimator, the same forward recursions developed in [24] can be applied, except that the HBMM parameter used in the recursions is dynamic, rather than static. This results in a fully online approach to temporal sensing, which does not require a training phase.

We next provide a brief outline of the state estimation and prediction scheme developed in [24]. To simplify notation, given a sequence $\{y_k\}$, we denote a subsequence $\{y_{nk}, \ldots, y_{nk+n}\}$, $k \leq n$, by $y^k_n$. When $k = 1$, we denote the subsequence $y^n_1$ simply by $y^n$. Given an HBMM parameter $\phi$, the conditional probability of the bivariate state $Z_k$ given $y^k$, denoted by $p(\pi \mid y^k)$, follows straightforwardly from the forward recursion for an HMM, (see, e.g., [24, Eq. (14)]). For an integer $\tau \geq 0$, the conditional probability of the bivariate state $Z_{k+\tau}$ given $y^k$ is obtained from (see, e.g., [24, Eq. (22)])

$$p(\pi_k \mid y^k) = \sum_{z_k \in \mathbb{Z}} p(\pi_k | y^k) p(\pi_k \mid z_k) = \sum_{z_k \in \mathbb{Z}} \alpha(z_k, y^k) [G^\tau]_{z_k, z_{k+\tau}}, \tag{4}$$

where $\alpha(z_k, y^k) = p(\pi_k | y^k)$ is computed using the scaled forward recursion for an HMM. Define a $d \times d$ block diagonal matrix $B(y_k)$, with its diagonal blocks given by $p(y_k | X_k = a)I$, $a \in \mathbb{X}$, for $k = 1, 2, \ldots$. The scaled forward recursion is given by (cf. [24, Eq. (14)])

$$\bar{\alpha}_1 = \frac{\pi B(y_1)G_{11}}{c_1}, \quad \bar{\alpha}_k = \frac{\bar{\alpha}_{k-1}G B(y_k)}{c_k}, \quad k = 2, 3, \ldots, \tag{5}$$

where $c_1 = \pi B(y_1)1$, and $c_k = \bar{\alpha}_{k-1}G B(y_k)1$.

A detection scheme for the state of the PU at time $k + \tau$ given the observation sequence $y^k$ is specified as follows
be the score function associated with the joint density of \( Y^m \) under the parameter \( \phi \), denoted by \( p_\phi(y^m) \). Here, \( \chi \) is the \( 1 \times L \) gradient row vector of \( \log p_\phi(y^m) \) with respect to \( \phi \).

Rydén’s recursive parameter estimator is based on a stochastic approximation algorithm of the following form:

\[
\hat{\phi}_{n+1} = \Pi_G \left[ \hat{\phi}_n + \gamma_n \chi \left( \frac{y_{nm+1} \ldots y_{(n+1)m}}{n} ; \hat{\phi}_n \right) \right],
\]

where \( \Pi_G \) denotes a projection operator, which is a mapping into a compact, convex set \( G \subseteq \Phi \). In the recursion (8), \( \hat{\phi}_{n+1} \) is the \( (n+1) \)-st estimate of the HMM parameter, computed as a function of the observation samples \( y_{nm+1}, \ldots, y_{(n+1)m} \) and the \( n \)th estimate \( \hat{\phi}_n \). The sequence \( \{\gamma_n\} \) is defined by \( \gamma_n = \gamma_0 n^{-\epsilon} \) for some \( \gamma_0 > 0 \) and \( \epsilon \in (\frac{1}{2}, 1) \). Under some mild assumptions, Rydén proved that the sequence \( \{\hat{\phi}_n\} \) converges to a point lying in the set of Kuhn-Tucker points for minimizing the Kullback-Leibler divergence defined over \( G \). Assuming that the estimator (8) is consistent, it converges at a rate \( n^{-\alpha/2} \) with \( \alpha < 1 \). Under some additional, relatively mild assumptions, Rydén showed that the averaged estimator

\[
\bar{\phi}_n = \frac{1}{n} \sum_{k=1}^{n} \hat{\phi}_k
\]

converges at rate \( n^{-1/2} \) and is asymptotically normal. For convenience, we will simply refer to (8) as the online parameter estimator, with the understanding that the estimates \( \hat{\phi}_n \) are averaged according to (9).

In practice, convergence of a parameter estimator could be measured in terms of a relative distance between consecutive parameter estimates, since the value of the true parameter is unknown. For example, one could use

\[
\frac{||\hat{\phi}_{n-1} - \hat{\phi}_n||}{||\hat{\phi}_n||} < \omega_{th},
\]

where \( || \cdot || \) denotes a norm and \( \omega_{th} \) is an appropriate threshold. For comparison, we note that convergence of the batch Baum algorithm could be assessed through a relative distance between consecutive values of the likelihood function, which is readily available. Such likelihood function is not available for the online algorithm.

### B. Online parameter estimator for HBMM

We next extend Rydén’s algorithm by deriving a recursive procedure for computing the score function of an HBMM (\( Y, X, S \)), based on the approach of Willy et al. [12], which was originally developed for MMPPs. This results in an online parameter estimator for the HBMM. We remark that the theoretical convergence results established by Rydén for his recursive parameter estimation algorithm for the HMM carry over to the HBMM case, since an HBMM (\( Y, X, S \)), as defined in Section 11, is mathematically equivalent to an HMM (\( Y, U \)), where \( U \) is a univariate Markov chain with state space \( \mathbb{U} \) isomorphic to \( \mathbb{Z} = X \times S \). In spite of this mathematical equivalence, the specific details of the application of the HBMM yield the desired sojourn time phase-type distribution for this model, which is the primary advantage of the HBMM compared to the HMM.
The HBMM is parametrized by
\[ \phi = [\mu_a, \sigma_a, g_{ab}(ij) : (a, i), (b, j) \in \mathbb{Z}] \]
We also denote the parameter by \( \phi = [\partial \phi : \ell = 1, \ldots, L] \), with \( L = 2d + d^2r^2 \). The score function for the observed sequence \( y^m \) is the \( 1 \times L \) row vector given by
\[
\chi(y^m; \phi) = \frac{1}{p_\phi(y^m)} \frac{\partial}{\partial \phi} p_\phi(y^m) \sum_{(a,i) \in \mathbb{Z}} p_\phi(y^{m-1}, z_{m-1} = (a, i)) f_{ij}^ab(y_m; \theta_b) + \xi_{m-1}(a, i) \frac{\partial}{\partial \phi} f_{ij}^ab(y_m; \theta_b),
\]
where \( r \) denotes matrix transpose. Applying the conditional independence of the observation sequence \( Y \) given the underlying Markov chain \( Z \) yields \( [H_m(y^m; \phi)]_{\ell} \) as
\[
[H_m(y^m; \phi)]_{\ell} = \frac{1}{p_\phi(y^m)} \frac{\partial}{\partial \phi} p_\phi(y^m) \sum_{(a,i) \in \mathbb{Z}} p_\phi(y^{m-1}, z_{m-1} = (a, i)) f_{ij}^ab(y_m; \theta_b) + \xi_{m-1}(a, i) \frac{\partial}{\partial \phi} f_{ij}^ab(y_m; \theta_b),
\]
where \( f_{ij}^ab(y_m; \theta_b) \triangleq g_{ab}(ij) f(y_m; \theta_b) \). Comparing (12) and (14), a recursive procedure for computing \( H_m(y^m; \phi) \) can be obtained as follows:
\[
[H_m(y^m; \phi)]_{\ell} = \frac{1}{c_m} \sum_{(a,i) \in \mathbb{Z}} \left\{ [H_{m-1}(y^{m-1}; \phi)]_{\ell} + \xi_{m-1}(a, i) \frac{\partial}{\partial \phi} f_{ij}^ab(y_m; \theta_b) \right\},
\]
where \( c_m = \sum_{(a,i) \in \mathbb{Z}} \xi_{m-1}(a, i) f_{ij}^ab(y_m; \theta_b) \).

Let \( \xi_m \) be a \( 1 \times dr \) row vector given by
\[
\xi_m = [\xi_m(a, i) : (a, i) \in \mathbb{Z}]
\]
and define a \( dr \times dr \) matrix
\[
F(y_m) = [f_{ij}^ab(y_m; \theta_b) : (a, i), (b, j) \in \mathbb{Z}].
\]
Then (16) and (17) can be expressed more compactly as
\[
\xi_m = \frac{1}{c_m} \xi_{m-1}F(y_m),
\]
and
\[
\xi_m = \xi_{m-1}F(y_m)1,
\]
respectively. Equation (15) can then be expressed in matrix form as follows:
\[
H_m(y^m; \phi) = \frac{1}{c_m} \left\{ F(y_m) H_{m-1}(y^{m-1}; \phi) + (I \otimes \xi_{m-1}) \frac{\partial}{\partial \phi} [\text{vec} F(y_m)] \right\},
\]
where \( I \) denotes an identity matrix, of order \( dr \) in this case, \( \otimes \) denotes the Kronecker product, and \( \text{vec} F(y_m) \) denotes the \( d^2r^2 \times 1 \) column vector obtained by stacking the columns of the matrix \( F(y_m) \) one on top of the other. The form of (22) is particularly convenient for implementing the online parameter estimator in a vector-based programming language such as MATLAB. The \( d^2r^2 \times L \) Jacobian matrix \( \frac{\partial}{\partial \phi} [\text{vec} F(y_m)] \) is the Jacobian of the vector-valued function \( [\text{vec} F(y_m)] \) with respect to the HBMM parameter \( \phi \). The elements of the \( d^2r^2 \times L \) Jacobian matrix \( \frac{\partial}{\partial \phi} [\text{vec} F(y_m)] \) are partial derivatives of \( f_{ij}^ab(y_m; \theta_b) \), given as follows:
\[
\frac{\partial f_{ij}^ab(y_m; \theta_b)}{\partial \phi_{e,l}} = f_{ij}^ab(y_m; \theta_b) \frac{y_m - \mu_b}{\sigma_b^2} 1_{(c,e) = \{a,i\}}, \quad \frac{\partial f_{ij}^ab(y_m; \theta_b)}{\partial \phi_{c}} = f_{ij}^ab(y_m; \theta_b) \frac{y_m - \mu_b}{\sigma_b^2} 1_{(c,e) = \{b,j\}},
\]
for \( (c,e), (e,l) \in \mathbb{Z} \), where \( 1_A \) denotes an indicator function on the set \( A \).

The computational complexity of the online estimator at each step is dominated by the computation of the matrix \( H_m(y^m; \phi) \) in (22), which requires \( O((d^3r^3)L) = O(d^5r^5) \) arithmetic operations for the HBMM, assuming a straightforward sequential implementation. For the spectrum sensing application, \( d = 2 \), so the complexity of the estimator grows as \( O(r^5) \). In practice, a larger value of \( r \) can yield more accurate parameter estimates, but then more observation data would be required for the estimator to converge. In our numerical experiments, we have used values of \( r \) ranging from 1 to 5. We remark that each iteration of the Baum algorithm proposed in [24] has computational complexity \( O(r^2T) \), where \( T \) is the length of the observation sequence used to compute the estimate and is typically quite large (e.g., \( T = 2000 \)). Furthermore, the Baum algorithm may require many iterations to converge.

IV. NUMERICAL RESULTS

In this section, we present the results of a numerical study to assess the accuracy of the proposed algorithm in estimating the parameter of an HBMM and in estimating the state of the PU for online spectrum sensing.
A. Implementation

The online HBMM parameter estimator was implemented in MATLAB. The block size is chosen to be \( m = 20 \) and the averaging procedure \([9]\) is started after the basic recursion \([8]\) has been executed for 1,000 steps. For the projection step in \([8]\), we define the parameter space \( G \) as follows:

\[
G = \{ \phi : \mu_a \in (\mu, \tilde{\mu}), \sigma_a \in (0, \tilde{\sigma}), g_{ab}(ij) \in (g, \tilde{g}), \sum_{(b,j) \in Z} g_{ab}(ij) = 1; (a, i), (b, j) \in Z \},
\]

where \( \mu = -10^6, \tilde{\mu} = 10^6, \tilde{\sigma} = 100, g = 10^{-6}, \) and \( \tilde{g} = 1 - 10^{-6} \). The projection operator \( \Pi_G \) in \([8]\) can be implemented in various ways. We have obtained good results using the following approach. Let \( \hat{\phi} \) denote the bracketed expression in \([8]\). Recall that the parameter \( \phi \) is the triplet \([\mu, \sigma, G]\). The components of \( \hat{\phi}_{n+1} \) are obtained from the corresponding components of \( \phi \) using

\[
\hat{\mu}_{a}^{(n+1)} = \begin{cases} \hat{\mu}_{a}, & \hat{\mu}_{a} \in (\mu, \tilde{\mu}), \\ \mu_a, & \text{otherwise,} \end{cases}
\]

\[
\hat{\sigma}_{a}^{(n+1)} = \begin{cases} \hat{\sigma}_{a}, & \hat{\sigma}_{a} \in (\sigma, \tilde{\sigma}), \\ \sigma_a, & \text{otherwise,} \end{cases}
\]

for \( a \in \mathbb{X} \) and

\[
\hat{g}_{ab}^{(n+1)}(ij) = \frac{\hat{g}_{ab}(ij)}{\sum_{(b,j) \in Z} \hat{g}_{ab}(ij)}, \quad (23)
\]

where

\[
\hat{g}_{ab}(ij) = \begin{cases} \hat{g}_{ab}^{(n)}(ij)(1 + \hat{\mu}_{a}^{(n)} - \hat{\sigma}_{a}^{(n)}), & \hat{g}_{ab}(ij) \in (g, \tilde{g}), \\ \hat{g}_{ab}^{(n)}(ij), & \text{otherwise,} \end{cases}
\]

(24)

for \( (a, i), (b, j) \in Z \). The heuristic expression for \( \hat{g}_{ab}^{(n+1)}(ij) \) given by \([23]\) and \([24]\) provides a numerically stable estimator for the transition matrix and allows a more aggressive weighting sequence \( \{\gamma_n\} \) to be chosen in the recursive procedure \([8]\) to achieve faster convergence. In our implementation, we set \( \gamma_n = \gamma_0 n^{-\varepsilon} \), where \( \gamma_0 = 0.3 \) and \( \varepsilon = 0.35 \). Note that in our approach, the projection operator \( \Pi_G \) appearing in \([8]\) depends on \( \hat{\phi}_n \). In our numerical studies, we have found that computing estimates of all components of the transition matrix \( G \) via \([9]\) and then normalizing, as in \([23]\), results in significantly better performance than computing estimates of only the independent components of \( G \). This provides a practical justification for retaining the entire transition matrix as part of the HBMM parameter.

B. Simulation setup

For our spectrum sensing simulations, the true parameter \( \phi^0 \) of the HBMM was the one used in \([24]\). That parameter was estimated from real spectrum measurements of a paging channel collected in \([24]\) using the Baum algorithm. The \( 20 \times 20 \) transition matrix of that parameter may be found in \([22]\). The parameter components for the conditionally normal distributions are given in Table I This HBMM parameter was used to generate the ground truth observation sequence in most of our numerical experiments.

We varied the order \( r \) of the HBMM estimate, as well as the length \( T \) of the observation sequence generated by the true parameter. We set the initial parameter \( \phi^0 \) using a randomly generated transition matrix \( G^0 \). In our simulation experiments, the initial values of the HBMM parameter components associated with the conditionally Gaussian observable sequence are given by \( (\mu_1^0, \sigma_1^0) = (-120, 1) \) and \( (\mu_2^0, \sigma_2^0) = (-80, 2.24) \). The choice of the order \( r \) involves a tradeoff among model accuracy, computational efficiency, and the number of observation samples required to obtain a “good” estimate. Choosing a larger value of \( r \) generally requires more observation samples and computation, but can potentially result in better estimates. Estimating the transition matrix \( G \) is a much more difficult task than estimating the conditionally normal parameter components. Unless the initial transition matrix \( G^0 \) is somewhat close to the true transition matrix \( G \), the estimate \( \hat{G} \) typically appears to be a rather poor representation of \( G \). Nevertheless, the sojourn time distributions derived from \( G \) tend to closely approximate the true sojourn time distributions, given a sufficient number of observation samples. For the spectrum sensing application, accuracy of the sojourn time distribution estimates, as obtained from the parameter estimate using \([3]\), is of primary concern, as opposed to convergence of the parameter estimates themselves \([24]\). Therefore, our results focus on the quality of the estimated sojourn time distributions rather than on convergence of the estimates of the transition matrix.

C. Results

We have tested the recursive parameter estimator developed in this paper, and compared its performance with the Baum algorithm proposed in \([22]\), \([24]\). We have run the Baum algorithm on \( T = 2000 \) observations using a predetermined fixed number of iterations. This number was determined by the ratio of the total number of observations available to the recursive algorithm, and \( T = 2000 \). This approach allows us to compare the two estimators using effectively the same number of observations. For \( r = 1, 2, \) and \( 5 \), the number of Baum iterations was set to \( 5, 10 \) and \( 25 \), respectively.

The estimated values of the components of the parameter which correspond to the conditional Gaussian distributions, as obtained by the Baum algorithm, are shown in Table I in the column labelled ‘Baum’. We ran the online algorithm for the same values of \( r = 1, 2, 5 \) with observation sequence lengths of \( 10000, 20000, \) and \( 50000 \), respectively. The estimates of \( (\mu_a, \sigma_a) \) in this case are given in the columns marked \( r = 1, r = 2, \) and \( r = 5, \) respectively, in Table I. In all cases, the estimates were very close to the true parameter values. These

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{true} & \text{Baum} & r = 1 & r = 2 & r = 5 \\
\hline
\mu_1 & -112.40 & -112.38 & -112.49 & -112.50 & -112.43 \\
\sigma_1 & 3.77 & 3.79 & 3.75 & 3.73 & 3.74 \\
\mu_2 & -45.61 & -45.67 & -45.62 & -45.57 & -45.62 \\
\sigma_2 & 1.77 & 1.77 & 1.78 & 1.76 & 1.77 \\
\hline
\end{array}
\]

TABLE I

ESTIMATES OF HBMM PARAMETER COMPONENTS FOR THE OBSERVABLE PROCESS.
results underscore the relative ease with which the conditionally Gaussian parameter components can be estimated.

Estimation of the transition matrix of the true model of order $r = 10$, by either the recursive algorithm or the Baum algorithm, has proven to be a much harder task. Our numerical work suggests that for smaller order $r$ of the true parameter, e.g., $r = 2, 3$, both algorithms often converge to an estimate close to $\phi^0$, but this is not the case for higher orders. For the spectrum sensing application, however, the accuracy of the estimates is measured by their ability to represent the sojourn times in the active and idle states. Both the recursive and the Baum algorithms provided accurate estimates in this respect for higher model orders of the true parameter, in particular, for $r = 10$.

The sojourn time distributions associated with the estimates of $G$ obtained by applying the online and Baum algorithms for $r = 1, 2, 5$ are shown in Figs. 1, 2, and 3 respectively. For a given parameter estimate, the associated sojourn time distribution is given by $\hat{G}^r$. When $r = 1$, i.e., when the HBMM is an HMM, the estimated idle ($X_k = 1$) and active ($X_k = 2$) state sojourn time distributions appear to be very different from the true ones. The online and Baum algorithms seem to perform similarly in this case. For $r = 2$, the estimated idle state sojourn time distributions obtained using the two algorithms line up very closely with the true distribution. For the active state distribution, the estimates obtained using the online and Baum algorithms are still far from the true distribution, but some improvement can be observed relative to the case $r = 1$. Significant improvement in the active state sojourn time distribution estimate can be seen when $r = 5$. In this case, the online estimate is superior to the Baum estimate. We note that by increasing the number of iterations, the Baum algorithm will eventually obtain an estimated sojourn time distribution which closely matches that obtained by the online algorithm (cf. Fig. 8 in [24]). To converge in this sense, the Baum algorithm required 15 iterations when $r = 2$ and 50 iterations when $r = 5$.

The recursive algorithm can also be applied repeatedly to a fixed observation sequence in an offline setup similar to that of the Baum algorithm. We applied this alternative offline algorithm, which we refer to as ‘online-rep,’ to a sequence of $T = 2000$ observation samples and 10 and 25 iterations for model orders of $r = 2$ and 5, respectively. This is equivalent
to applying the online algorithm to observation sequences of lengths 20,000 and 50,000, obtained by concatenating the same sequence of 2000 observation samples 10 and 25 times, respectively. We found that the accuracy of the sojourn time distribution estimates obtained using ‘online-rep’ was very similar to that obtained by applying the online algorithm to sequences of length 20,000 and 50,000 generated, respectively, using the true parameter. Fig. 4 compares the estimated sojourn time distributions obtained using ‘online-rep’ vs. those obtained using the online algorithm (labelled ‘online’ as before). The two sojourn time distributions are very close to each other and both are more accurate than the estimated sojourn time distributions obtained using an equivalent application of the Baum algorithm (see Fig. 3). Relative to the ‘online-rep’ algorithm, the Baum algorithm required 50% more iterations when \( r = 2 \) and 200% more iterations when \( r = 5 \) to obtain the converged sojourn time distribution estimates.

An important advantage of the online parameter estimator relative to the Baum algorithm is that it can adapt to changes in the true parameter. To demonstrate this feature, we created an observation sequence consisting of 80,000 samples generated using the true parameter of order \( r = 10 \) as above, followed by 80,000 samples generated using a different HBMM parameter of order \( r = 3 \). The sojourn time distributions in the idle and active states of the second HBMM were identical. Consequently, the PU is in the idle and active states with equal probability, which makes state estimation and prediction more difficult in the case of the second HBMM model, relative to the first.

The recursive state prediction scheme \([6]\) together with the online parameter estimator \([8]\), using an HBMM of order \( r = 5 \) and with \( \eta = 0.5 \), were applied to the concatenated observation sequence of 160,000 samples. The observation sequence was divided into 80 groups of 2000 samples each. Fig. 5 shows the real-time \( \tau \)-step state prediction performance (\( \tau = 1, 3, 6, 9 \)) of the spectrum sensing scheme. The horizontal axis indicates the group number, while the vertical axis represents the error probability of the prediction scheme \([6]\), \( P_{\text{pe}} \), computed by averaging over each group of 2000 observation samples. The online parameter estimator is initialized with a randomly chosen initial parameter. At group number 40, the model changes to the second HBMM parameter and a spike in \( P_{\text{pe}} \), as expected, can be observed for all values of \( \tau \). For \( \tau = 1 \), the error probability drops quickly at group 41 and reaches a steady-state level of about 0.18 after an additional 2–3 groups of observation samples. For the other values of \( \tau \), the error performance takes 1–2 additional groups of observation samples to attain steady-state. To summarize, the error performance of the state prediction scheme required fewer than 6000 observation samples to converge to steady-state. On the other hand, as noted earlier, for the same order \( r = 5 \), about 50,000 observation samples were required for the sojourn time distribution estimates to converge. Thus, the error performance of the state prediction scheme converges much faster than the sojourn time distribution estimates.

To gain further insight into the performance of the proposed online spectrum sensing scheme, we consider the ROC performance of the state estimator given by \([6]\) when \( \tau = 0 \). We use an HBMM parameter with the same transition matrix \( G \) for \( r = 10 \) as before, but the parameters of the observable process are modified to reflect a more prominent shadowing effect in the wireless channel as in \([24]\ Eq. (26)]\), as follows:

\[
(\mu_1, \sigma_1) = (-112.40, 3.77), \quad (\mu_2, \sigma_2) = (-95.40, 8.19).
\]

(25)

To obtain a ROC curve, we simulate a set of sample paths of an HBMM characterized by the true parameter \( \phi^0 \). For each sample path, the online parameter estimator \([8]\) and the state detection scheme in \([6]\), with a fixed detection threshold \( \eta \), are applied. The false alarm and missed detection probabil-
ities corresponding to the fixed value of $\eta$ are computed by averaging over the set of samples paths. This procedure is repeated for values of $\eta$ in the interval $(0,1)$ to obtain the ROC curve.

Figure 6 shows a family of ROC curves for parameter estimates of order $r = 2$ obtained by applying the online procedure to observation sequences of length 300, 500, 2000, and 20,000 (labelled 0.3k, 0.5k, 2k, and 20k, respectively), which were generated using the modified HBMM parameter of order $r = 10$. For a given parameter estimate, a ROC curve was obtained by applying the state estimator in (6) with each new observation group of length 20,000. Observe that the parameter estimates labelled 2k and 20k have similar ROC performance. We also see that the ROC curves labelled 0.3k and 0.5k are close to each other, while not being significantly far from the 2k curve. These results suggest that it is not necessary for the sojourn time distribution estimates to converge in order to achieve good ROC performance; i.e., given a relatively small number of observation samples, the online estimator yields estimates with acceptable ROC performance. We remark that the ROC plots in Figs. 6 and 7 are relatively insensitive to the choice of initial parameter for the estimators.

Figure 7 shows a family of ROC curves obtained using parameter estimates of order $r = 5$. In this case, five parameter estimates were obtained using observation sequences of length 5000, 10,000, 15,000, and 50,000 (labelled 5k, 10k, 15k, and 50k, respectively). All of these curves show superior performance relative to the order $r = 2$ estimates from Fig. 6. On the other hand, more observation samples are generally needed to obtain good parameter estimates for higher values of the model order $r$. There is a clear gap between the 5k and 50k curves, but the difference between the curves is relatively small. This again suggests that even with a relatively small number of observation samples, the online parameter estimator provides parameter estimates, which in combination with the recursive state estimation scheme, result in good ROC performance.

V. Conclusion

We developed a computationally efficient online algorithm for estimating the parameter of an HBMM for temporal spectrum sensing. The proposed algorithm is based on a block-recursive parameter estimator for HMMs developed by Rydén [25]. Rydén’s algorithm was supplemented with an efficient recursion to compute the score function. This recursion was developed along the lines of a similar recursion for the score function of an MMPP by Willy et al. [32]. The online parameter estimator is able to adapt to changes in the true parameter and, in combination with the recursive state estimation and prediction scheme proposed in [24], provides an effective scheme for online temporal spectrum sensing. An alternative recursive procedure for estimating the parameter of an HBMM, which does not involve computation of the score function, is developed in [6].

We focused on temporal sensing for a narrowband channel with lognormal shadowing, based on received signal strength measurements. It would be of interest to consider applying the HBMM-based spectrum sensing approach in multichannel scenarios (cf. [30]) and with different channel models or receiver front-ends. To cope with severely shadowed environments, the proposed sensing approach could be extended to a cooperative setup involving multiple cognitive radios (cf. [16], [31]). The temporal sensing approach proposed here could also be combined with spatial sensing to further increase spectrum utilization (cf. [4]).
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